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Abstract. It is a classical result in representation theory that the braid group

Bg of a simple Lie algebra g acts on any integrable representation of g via

triple products of exponentials in its Chevalley generators. In this article,
we show that a modification of this construction induces an action of Bg on

the commutative subalgebra Y 0
ℏ (g) ⊂ Yℏ(g) of the Yangian by Hopf algebra

automorphisms, which gives rise to a representation of the Hecke algebra of
type g on a flat deformation of the Cartan subalgebra h[t] ⊂ g[t]. By dualizing,

we recover a representation of Bg constructed in the works of Y. Tan and

V. Chari, which was used to obtain sufficient conditions for the cyclicity of any
tensor product of irreducible representations of Yℏ(g) and the quantum loop

algebra Uq(Lg). We apply this dual action to prove that the cyclicity conditions
from the work of Tan are identical to those obtained in the recent work of the

third author and S. Gautam. Finally, we study the Uq(Lg)-counterpart of the

braid group action on Y 0
ℏ (g), which arises from Lusztig’s braid group operators

and recovers the aforementioned Bg-action defined by Chari.
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1. Introduction

1.1. Background. Every simple Lie algebra g over C has an associated braid group
Bg, which in the case of g = sln recovers Artin’s braid group Bn on n strands. The
group Bg surjects onto the Weyl group Wg, and both groups play leading roles
throughout representation theory and related fields. As an elementary but impor-
tant example, it is well-known that Bg acts on any integrable representation (V, ϕ)
of g, with the generators {τi}i∈I of Bg acting via triple products of exponentials:

(1.1) τi 7→ exp
(
ϕ(ei)

)
exp
(
ϕ(−fi)

)
exp
(
ϕ(ei)

)
∈ Aut(V ).
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Here ei, fi are Chevalley generators for g, and i ∈ I runs over the nodes of its
Dynkin diagram. One standard application of this Bg-action is to provide iso-
morphisms of weight spaces Vµ

∼= Vw(µ) for elements w ∈ Wg of the Weyl group.
Many other important applications of Bg occur in the theory of quantum groups.
For example, Lusztig [Lus10] constructed an action of Bg on the Drinfeld–Jimbo
quantum group Uq(g) and its representations, with these actions being essential in
many constructions, such as PBW bases. We refer the reader to the many excellent
standard references on quantum groups, such as [Jan96, §8] or [CP94, §8.1], for
further details.

In the present paper, we study certain actions of Bg on affine quantum groups
and their subalgebras. More precisely, we focus on two cases: the Yangian Yℏ(g)
and the quantum loop algebra Uq(Lg), which are deformations of the enveloping

algebras of the current algebra g[t] (resp. the loop algebra g[s±1]). The algebras
Yℏ(g) and Uq(Lg) are both important quantum groups originally arising in the
theory of integrable systems, in particular through the groundbreaking work of
Drinfeld [Dri85, Dri88]. These algebras have subsequently been studied by many
others, both for their interesting representation theory and their ties to geometry
and mathematical physics.

As in the main body of this paper, to describe our results in detail we first turn
our attention to Yℏ(g), and defer the corresponding discussion for Uq(Lg) to Section
1.4 at the end of this introduction. As a first inkling of the appearance of Bg in
the context of the Yangian, we note that there is a natural inclusion U(g) ⊂ Yℏ(g),
and the induced (adjoint) action of g on Yℏ(g) is integrable. Thus we may define
an action of Bg on Yℏ(g) via the operators τi from (1.1). This action has appeared
in a number of contexts [GNW18,Kod19,Wee16], and is a primary building block
for this paper; our main results relate to a certain modification of this braid group
action.

1.2. The modified braid group action. The Yangian Yℏ(g) admits a large com-
mutative subalgebra Y 0

ℏ (g) which deforms the enveloping algebra of the current
algebra h[t]. It is generated by the coefficients of a family of series {ξi(u)}i∈I ⊂
Y 0
ℏ (g)[[u

−1]], and admits a unique Hopf algebra structure for which each ξi(u) is
grouplike. By virtue of the triangular decomposition for Yℏ(g) (see Sections 2.2
and 3.2), there is a natural linear projection

Π : Yℏ(g) → Y 0
ℏ (g)

and we may thus introduce {Ti}i∈I ⊂ End(Y 0
ℏ (g)) by setting

Ti := Π ◦ τi
∣∣∣
Y 0
ℏ (g)

: Y 0
ℏ (g) → Y 0

ℏ (g).

These endomorphisms, which we call the modified braid group operators on Y 0
ℏ (g),

are the main focus of this article. The following theorem summarizes some of their
key properties, which collectively provide our first main result.

Theorem I. The modified braid group operators Ti have the following properties:

(1) They are Hopf algebra automorphisms of Y 0
ℏ (g) satisfying the defining re-

lations of Bg.
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(2) They are uniquely determined by the following formulas, for each j ∈ I:

Ti(ξj(u)) = ξj(u)

|aij |−1∏
k=0

ξi

(
u− ℏdi

2
(|aij | − 2k)

)(−1)δij

,

where (aij)i∈I and (di)i∈I are the Cartan matrix and symmetrizing integers
of g, respectively.

(3) They restrict to automorphisms of the subspace V spanned by all coefficients
of the series log ξj(u), for j ∈ I, which satisfy the defining relations of the
Hecke algebra of type g.

(4) The diagonal factor R0(z) of the universal R-matrix of Yℏ(g) is a Bg-
invariant element of Y 0

ℏ (g)
⊗2[[z−1]]:

(Ti ⊗ Ti)(R0(z)) = R0(z).

(5) By dualizing the action from (1), one obtains an action of Bg on the group
(C((u−1))×)I by automorphisms. Moreover, this restricts to an action on
(C(u)×)I introduced by Tan in [Tan15, Prop. 3.1].

The first four parts of this theorem are established in Section 3, in chronolog-
ical order. Part (1) is precisely the statement of Theorem 3.4 — this is the first
crucial property of the operators Ti proven after their introduction in Section 3.2.
The formulas for Ti(ξj(u)) stated in Part (2) are then derived in Section 3.3; see
Corollary 3.9. That the modified braid group operators Ti give rise to an action
of the Hecke algebra of type g (see Definition 3.10) on V is proven in Proposition
3.11. Finally, the invariance of R0(z) stated in Part (5) is established in the last
subsection of Section 3 (Section 3.5); see Proposition 3.12.

The final assertion of Theorem I is deduced in Section 4. In more detail, we
first explain in Section 4.1 how to dualize the representation of Bg from Part (1)
of Theorem I to obtain an action of Bg on the group of algebra homomorphisms

HomAlg(Y
0
ℏ (g),C) ∼= (1 + u−1C[[u−1]])I.

Afterwards, we use the elementary theory of formal, additive difference equations to
extend the representation space from (1+u−1C[[u−1]])I to MI, where M is the group
of monic Laurent series in u−1; see Proposition 4.4. The Bg-action on (C((u−1))×)I

referred to in the statement of (5) is then recovered as the product of MI and the
torus (C×)I, which admits a natural action of Wg; see Remark 4.5.

Let us now explain the connection between this representation and that con-
structed by Tan in Proposition 3.1 of [Tan15]. Therein, an action of Bg on the
group (C(u)×)I was defined directly, drawing inspiration from the results of Chari
[Cha02] for quantum loop algebras. That this is a subrepresentation of (C((u−1))×)I

with action as described above is an immediate consequence of Part (2) of Theorem
I; see Remarks 4.2 and 4.5. In fact, obtaining this interpretation of Tan’s action
is one of the original inspirations behind this article — we believe that the theory
developed in Sections 3 and 4 provides a natural theoretical framework for under-
standing it. In Section 4.3, we use this theory to provide a simple proof that Tan’s
action computes the eigenvalues of the series {ξi(u)}i∈I on any extremal weight vec-
tor in a finite-dimensional highest weight module of Yℏ(g); see Proposition 4.7. As
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will be explained in Remark 4.9, this provides a different proof, and generalization,
of [Tan15, Prop. 4.5].

We now give a few auxiliary remarks to complete our discussion of Theorem I and
the results of Sections 3 and 4. We first note that the generating series (Aj(u))j∈I

for Y 0
ℏ (g) introduced by Gerasimov et al. in [GKLO05] (see Section 2.3) play a

crucial role in our results. For instance, the formulas for Ti(ξj(u)) given in Part (2)
are obtained by first computing the images of each Aj(u) under the standard braid
group operators τi on Yℏ(g), and then using the relation between the series Aj(u)
and ξk(u); see (2.2). It is worth pointing out that, when g is simply laced, these
formulas agree with those from [DK00, §8]. This suggests that there is an action of
Bg on a completion of the Yangian double DYℏ(g) which agrees with that defined
by (1) on the subalgebra Y 0

ℏ (g) ⊂ DYℏ(g).

Next, we note that Section 3.5 also contains an analysis of how the operators τi
and Ti interact with the coefficients of the generating matrices TV (u) arising in the
R-matrix presentation of the Yangian [Dri85,Wen18], and their Y 0

ℏ (g)-counterparts.
Following [KTW+19] and [Wee16], we call these coefficients lifted minors. In Corol-
lary 3.14 we prove that Bg operates on any lifted minor by permuting its indices. We
then use this result to characterize each of the generating series Aj(u), Bj(u), Cj(u)
and Dj(u) introduced in [GKLO05] as lifted minors; see Proposition 3.16. In par-
ticular, this yields a fairly elementary proof of a result from [IR19]; see Remark
3.17.

1.3. Cyclicity criteria and Baxter polynomials. One of our main motivations
for studying the action of the braid group at the heart of Theorem I stems from a re-
markable phenomenon arising from the finite-dimensional representation theory of
the Yangian Yℏ(g): the tensor product V ⊗W of two finite-dimensional irreducible
representations will almost always be a cyclic module (i.e., a highest weight mod-
ule), and even an irreducible representation of Yℏ(g). This phenomenon is closely
related to a number of interesting applications of Yangians and quantum loop al-
gebras, and has been studied extensively; see [CP96a,CP96b,GT15,Mol07,NT98,
NT02,Tan15] and [AK97,Cha02,CP91b,FM01,FR99,Her10,Her19,Kas02,VV02],
for instance.

A connection between this cyclicity property and the Bg-action from (5) of
Theorem I was established in [Tan15], using a construction for the quantum loop
algebra Uq(Lg) which appeared earlier in [Cha02]. To state this precisely, recall
that the finite-dimensional irreducible representations of Yℏ(g) are parametrized by
I-tuples P = (Pi(u))i∈I of monic polynomials — called Drinfeld polynomials. We
will write L(P) for the representation associated to the tuple P. Next, let

w0 = sj1sj2 · · · sjp ∈ Wg

be a reduced expression for the longest element in the Weyl group Wg, and set
τwr = τjr+1 · · · τjp ∈ Bg for each 0 < r ≤ p. Then, by Theorem 4.8 of [Tan15], the
tensor product L(P)⊗ L(Q) will be cyclic provided one has

Z(Qjr (u+ ℏdjr )) ⊂ C \ Z(τwr
(P)jr ) ∀ 0 < r ≤ p,

where Z(P (u)) is the set of zeroes of P (u), τwr
∈ Bg acts on P via (5) of Theorem

I, and τwr
(P)jr is the jr-th component of τwr

(P), which is necessarily a polynomial
(see Corollary 4.8 or Lemma 4.3 and Proposition 4.5 of [Tan15]).
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Another concrete sufficient condition for the cyclicity of L(P) ⊗ L(Q) was ob-
tained in the third author’s recent work [GW20] with S. Gautam, which studied the
sets of poles {σi(L(P))}i∈I of the generating series of Yℏ(g), viewed as End(L(P))-
valued rational functions of u; see (2.10). In Theorem 7.2 of [GW20], it was shown
that the module L(P)⊗ L(Q) is cyclic provided one has

Z(Qi(u+ ℏdi)) ⊂ C \ σi(L(P)) ∀ i ∈ I

and, by [GW20, Cor. 7.3], it is irreducible if this condition also holds with the roles
of P and Q interchanged. Moreover, it was proven in Theorem 4.4 of [GW20] that

σi(L(P)) is exactly the set of roots of a distinguished polynomial Qg
i,L(P)(u) called

a specialized Baxter polynomial [FH15], which can be understood heuristically as
arising as the eigenvalue of a certain abelian transfer operator on the lowest weight
vector of L(P). The polynomials Qg

i,L(P)(u) were then computed in Theorem 5.2

of [GW20] in terms of the Drinfeld polynomials Pj(u) and the Cartan data of g;
we refer the reader to Sections 5.1 and 5.2 for a more detailed summary of these
results.

In Section 7.4 of [GW20] it was conjectured that the two cyclicity conditions for
L(P) ⊗ L(Q) obtained in [Tan15] and [GW20] are always identical. The following
theorem, which is the second main result of our article, proves this conjecture.

Theorem II. Let P = (Pj(u))j∈I be any I-tuple of monic polynomials. Then, for
each i ∈ I, the specialized Baxter polynomial Qg

i,L(P)(u) admits the factorization

Qg
i,L(P)(u) =

∏
r:jr=i

τwr
(P)i.

Consequently, the sufficient conditions for the cyclicity of any tensor product L(P)⊗
L(Q) obtained in [Tan15] and [GW20] are identical.

This theorem is a combination of Theorem 5.2, which establishes the stated for-
mula Qg

i,L(P)(u), and Corollary 5.4, which spells out explicitly the second assertion

of the above theorem. In fact, Theorem 5.2 provides a more general formula which
factorizes the specialized Baxter polynomial associated to any extremal weight
space of L(P) as a product of polynomials arising from the Bg-orbit of P.

1.4. The quantum loop algebra Uq(Lg). We now turn to the parallel situation
of the quantum loop algebra Uq(Lg), which is the topic of Section 6. In this
setting there is an action of the braid group Bg on Uq(Lg) via Lusztig’s operators
[Lus10]. In fact, the algebra Uq(Lg) arises as a subquotient of the quantum affine

algebra Uq(ĝ). This larger algebra Uq(ĝ) carries an action of the affine braid group
Bĝ, which was utilized heavily by Beck [Bec94a,Bec94b] in his works on alternate
presentations of Uq(ĝ) and on its Poincaré–Birkhoff–Witt theorem. It is not hard
to see that the action of the subgroup Bg ⊂ Bĝ passes to the subquotient Uq(Lg)
(see Remark 6.2 for more details), and this action of Bg is our starting point.

Similarly to the case of the Yangian, we use the action of Bg to define modified
braid group operators Ti on the commutative subalgebra U0

q (Lg) ⊂ Uq(Lg), see
Definition 6.4. We prove many analogous properties to those stated for the Yangian
in Theorem I above, which are summarized in Theorem 6.5 below. In particular,



6 N. FRIESEN, A. WEEKES, AND C. WENDLANDT

we show that these operators {Ti}i∈I define an action of Bg on U0
q (Lg) over C(q),

and that after dualizing to an action on

HomAlg(U
0
q (Lg),C(q))

we recover a braid group action studied by Chari [Cha02]. We also obtain actions
of the Hecke algebra of type g on certain subspaces of U0

q (Lg); see Remark 6.10.

In addition, we show that our modified braid group action on U0
q (Lg) is compat-

ible with the restriction Φ of the Gautam–Toledano Laredo homomorphism from
[GTL13, Thm. 1.4] to a certain C[q, q−1]-form U0

q (Lg) of U
0
q (Lg). More precisely,

Φ may be viewed as an embedding

Φ : U0
q (Lg) ↪→ Y 0

ℏ (g)[[v]]

and the compatibility asserts that it intertwines our modified braid group actions
on both sides; we refer the reader to Proposition 6.7 for the precise statement. In
fact, our proof proceeds the other way around: we first show by direct calculation
(Proposition 6.7 and Corollary 6.8) that the modified braid group action on Y 0

ℏ (g)
induces a braid group action on U0

q (Lg) by operators TΦ
i . We then use an argument

exploiting Drinfeld polynomials (Lemma 6.14) to show that Ti = TΦ
i . This proves

that the operators Ti (defined by modifying Lusztig’s braid group action) actually
define an action of Bg on U0

q (Lg).

Finally, we note that Frenkel and Hernandez [FH23] recently defined an action of
the Weyl group Wg on a completion of the space of q-characters for Uq(Lg). They
show that their action, after an appropriate truncation, recovers Chari’s [Cha02]
braid group action mentioned above. It would be interesting to understand if there
is a direct link between their Weyl group action and the present paper.

1.5. Acknowledgments. The authors gratefully acknowledge the support of the
Natural Sciences and Engineering Research Council Canada, provided via the CGS
M program (N.F.) and the Discovery Grants program (A.W.: Grant RGPIN-2022-
03135 and DGECR-2022-00437, C.W: Grant RGPIN-2022-03298 and DGECR-
2022-00440).

2. Yangians

2.1. The Lie algebra g. Let g be a simple Lie algebra over C, with Cartan matrix
(aij)i,j∈I. Fix minimal symmetrizing integers di ∈ {1, 2, 3} so that diaij = djaji.
Fix Chevalley generators {ei, hi, fi}i∈I for g, with corresponding triangular decom-
position g = n− ⊕ h⊕ n+.

Let {αi}i∈I be the simple roots for g, and let (·, ·) be the non-degenerate sym-
metric bilinear form on h∗ defined by (αi, αj) = diaij . Let Q =

⊕
i∈I Zαi denote

the root lattice of g and Q+ =
⊕

i∈I Z≥0αi the positive cone in Q. Define the
fundamental weights ϖi ∈ h∗ by ϖi(hj) = δij for i, j ∈ I, and let Λ =

⊕
i∈I Zϖi

denote the weight lattice of g. Let ∆ ⊂ Q denote the set of roots of g with pos-
itive/negative roots ∆±. We denote the root space corresponding to α ∈ ∆ by
gα ⊂ g and, similarly, we write U(g)β ⊂ U(g) for the homogeneous component of
U(g) associated to any β ∈ Q with respect to the root grading.
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2.2. The Yangian Yℏ(g). We now turn to recalling the definition of the Yangian
of g, together with some of its basic properties.

Definition 2.1. Let ℏ ∈ C× be fixed. The Yangian Yℏ(g) is the unital associative
algebra over C generated by elements {ξi,r, x±

i,r}i∈I,r∈Z≥0
, subject to the following

relations:
[ξi,r, ξj,s] = 0,

[ξi,0, x
±
j,s] = ±diaijx

±
j,s,

[ξi,r+1, x
±
j,s]− [ξi,r, x

±
j,s+1] = ±ℏ

diaij
2

(ξi,rx
±
j,s + x±

j,sξi,r),

[x±
i,r+1, x

±
j,s]− [x±

i,r, x
±
j,s+1] = ±ℏ

diaij
2

(x±
i,rx

±
j,s + x±

j,sx
±
i,r),

[x+
i,r, x

−
j,s] = δijξi,r+s,∑

π∈Sm

[x±
i,rπ(1)

, [x±
i,rπ(2)

, [· · · [x±
i,rπ(m)

, x±
j,s] · · · ]]] = 0 if i ̸= j,

where in the final relation m = 1 − aij and Sm denotes the symmetric group of
degree m.

The Yangian admits the structure of a filtered algebra with filtration F•Yℏ(g)
defined by assigning degree r to ξi,r and x±

i,r for each i ∈ I and r ∈ Z≥0. The

Poincaré–Birkhoff–Witt Theorem for Yℏ(g) asserts that the assignment

eit
r 7→ d

−1/2
i x+

i,r, fit
r 7→ d

−1/2
i x−

i,r, hit
r 7→ d−1

i ξi,r

extends uniquely to an isomorphism of graded algebras

(2.1) U(g[t]) ∼−→ gr(Yℏ(g)) =
⊕
n≥0

FnYℏ(g)/Fn−1Yℏ(g),

where, for each y ∈ {ξi, x±
i }, yr is the image of yr in FrYℏ(g)/Fr−1Yℏ(g). A

particular consequence of this theorem is that there is an injective homomorphism
of algebras U(g) ↪→ Yℏ(g) defined on Chevalley generators by

ei 7→ d
−1/2
i x+

i,0, hi 7→ d−1
i ξi,0, fi 7→ d

−1/2
i x−

i,0.

We will henceforth view U(g) ⊂ Yℏ(g), with the above identification understood.
Note that the adjoint action of h on Yℏ(g) gives rise to a weight space decomposition
Yℏ(g) =

⊕
β∈Q Yℏ(g)β , where

Yℏ(g)β = {y ∈ Yℏ(g) : [h, y] = β(h)y ∀ h ∈ h} ∀ β ∈ Q.

This decomposition equips Yℏ(g) with the structure of a Q-graded algebra.

Consider now the subalgebras Y 0
ℏ (g) and Y ±

ℏ (g) generated by the elements

{ξi,r}i∈I,r∈Z≥0
and {x±

i,r}i∈I,r∈Z≥0
, respectively. Note that these are filtered, Q-

graded subalgebras of Yℏ(g). Moreover, the product on Yℏ(g) induces an isomor-
phism of vector spaces

Y −
ℏ (g)⊗ Y 0

ℏ (g)⊗ Y +
ℏ (g) ∼−→ Yℏ(g),

while the graded algebra isomorphism (2.1) restricts to yield isomorphisms

U(h[t]) ∼−→ gr(Y 0
ℏ (g)) and U(n±[t]) ∼−→ gr(Y ±

ℏ (g)).
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2.3. Alternate generators. Another important set of generators for Yℏ(g) was
introduced in the work [GKLO05] of Gerasimov et al. To recall these, let us first
introduce ξi(u) ∈ Y 0

ℏ (g)[[u
−1]] and x±

i (u) ∈ Y ±
ℏ (g)[[u−1]], for each i ∈ I, by setting

ξi(u) := 1 + ℏ
∑
r≥0

ξi,ru
−r−1 and x±

i (u) := ℏ
∑
r≥0

x±
i,ru

−r−1.

Then, by Lemma 2.1 of [GKLO05], there is a unique tuple of formal series (Aj(u))j∈I ∈
(1 + u−1Y 0

ℏ (g)[[u
−1]])I satisfying

(2.2) ξi(u) =

∏
j ̸=i

∏−aji

r=1 Aj(u− ℏdj

2 (2r − aji))

Ai(u)Ai(u− ℏdi)
∀ i ∈ I.

The coefficients Ai(u) = 1+ℏ
∑

r≥0 Ai,ru
−r−1 of these series generate the subalge-

bra Y 0
ℏ (g) ⊂ Yℏ(g).

Remark 2.2. For each i ∈ I, let ti(u) = ℏ
∑

r≥0 ti,ru
−r−1 be the formal series

logarithm of ξi(u):

ti(u) := log ξi(u) =
∑
n>0

(−1)n+1

n
(ξi(u)− 1)n.

Similarly, set ai(u) := logAi(u) for each i ∈ I. Let q be the shift operator on

Y 0
ℏ (g)[[u

−1]] defined by q(f(u)) = f(u + ℏ/2). Equivalently, one has q = e
ℏ
2 ∂u .

Then the defining relation (2.2) for the tuple (Aj(u))j∈I is equivalent to

(2.3) ti(u) = −
∑
j∈I

q−dj [aji]qdj (aj(u)) ∀ i ∈ I,

where we follow the standard notation for z-numbers: if m ∈ Z, then

(2.4) [m]z =
zm − z−m

z − z−1
∈ Z[z, z−1] ⊂ Q(z).

Now let us introduce series Bi(u), Ci(u) and Di(u), for each i ∈ I, by setting

Bi(u) = d
1/2
i Ai(u)x

+
i (u), Ci(u) = d

1/2
i x−

i (u)Ai(u),

Di(u) = Ai(u)ξi(u) + Ci(u)Ai(u)
−1Bi(u).

Then the coefficients of Ai(u), Bi(u) and Ci(u) generate Yℏ(g) as an algebra. Some
of the commutation relations satisfied by these series are spelled out in the following
proposition, which is a restatement of [GKLO05, Prop. 2.1].

Proposition 2.3. The series Ai(u), Bi(u), Ci(u) and Di(u) satisfy the following
commutation relations:

(1) For each i, j ∈ I, we have

[Ai(u), Aj(v)] = 0,

[Bi(u), Bi(v)] = [Ci(u), Ci(v)] = 0,

(2) For each i, j ∈ I with i ̸= j, we have

[Ai(u), Bj(v)] = [Ai(u), Cj(v)] = [Bi(u), Cj(v)] = 0.
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(3) For each i ∈ I, we have

(u− v)[Ai(u), Bi(v)] = diℏ (Bi(u)Ai(v)−Bi(v)Ai(u)) ,

(u− v)[Ai(u), Ci(v)] = diℏ (Ai(u)Ci(v)−Ai(v)Ci(u)) ,

(u− v)[Bi(u), Ci(v)] = diℏ (Ai(u)Di(v)−Ai(v)Di(u)) ,

(u− v)[Ci(u), Di(v)] = diℏ (Di(u)Ci(v)−Di(v)Ci(u)) ,

(u− v)[Ai(u), Di(v)] = diℏ (Bi(u)Ci(v)−Bi(v)Ci(u)) .

We note that this proposition does not give a presentation of Yℏ(g), i.e. these
are not a complete set of relations. However, in the parallel quantum loop algebra
setting a complete set of relations is given in [FT19, Thm. 6.6]. We will not need
this presentation for our purposes. Indeed, we shall be primarily interested in the
following weaker set of relations, which follow readily from the above proposition
and encode information about the adjoint action of g on Yℏ(g).

Corollary 2.4. The series Ai(u), Bi(u), Ci(u) and Di(u) satisfy the following com-
mutation relations:

(1) For each i, j ∈ I with i ̸= j, we have

[ei, Aj(u)] = [fi, Aj(u)] = 0

(2) For each i ∈ I, one has

[ei, Ai(u)] = Bi(u), [ei, Bi(u)] = 0,

[ei, Ci(u)] = Di(u)−Ai(u), [ei, Di(u)] = −Bi(v).

(3) For each i ∈ I, one has

[fi, Ai(u)] = −Ci(u), [fi, Bi(u)] = Ai(u)−Di(u),

[fi, Ci(u)] = 0, [fi, Di(u)] = Ci(u).

2.4. Hopf structure and universal R-matrix. The Yangian admits a filtered
Hopf algebra structure which deforms the standard graded Hopf algebra structure
on the enveloping algebra U(g[t]) (that is, (2.1) becomes an isomorphism of graded
Hopf algebras). The counit ε, coproduct ∆ and antipode S on Yℏ(g) are uniquely
determined by the requirement that the embedding U(g) ⊂ Yℏ(g) from Section 2.2
is a homomorphism of Hopf algebras and that, for each i ∈ I, one has

ε(ti,1) = 0, ∆(ti,1) = ti,1 ⊗ 1 + 1⊗ ti,1 − ℏ
∑

α∈∆+

(αi, α)x
−
α ⊗ x+

α ,

S(ti,1) = −ti,1 − ℏ
∑

α∈∆+

(αi, α)x
−
αx

+
α ,

where x±
α ∈ g±α ⊂ Yℏ(g) are any root vectors satisfying (x+

α , x
−
α ) = 1 for all

α ∈ ∆+, and {ti,1}i∈I ⊂ Y 0
ℏ (g) are as in Remark 2.2. Explicitly, one has

ti,1 = ξi,1 −
ℏ
2
ξ2i,0 ∀ i ∈ I.

For each a ∈ C, there is a Hopf algebra automorphism τa of Yℏ(g), called a shift
automorphism, uniquely determined by the formulas

τa(ξi(u)) = ξi(u− a) and τa(x
±
i (u)) = x±

i (u− a) ∀ i ∈ I.
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Replacing a by a formal variable z yields instead an algebra embedding

τz : Yℏ(g) → Yℏ(g)[z].

This homomorphism plays a crucial role in defining the universal R-matrix of the
Yangian, which was first constructed by Drinfeld in [Dri85, Thm. 3]. The following
theorem is a restatement of Drinfeld’s result.

Theorem 2.5. There is a unique element R(z) ∈ 1 + z−1Yℏ(g)
⊗2[[z−1]], called the

universal R-matrix of Yℏ(g), satisfying

(2.5) (τz ⊗ Id)∆op(x) = R(z) · (τz ⊗ Id)(∆(x)) · R(z)−1 ∀ x ∈ Yℏ(g)

in Yℏ(g)
⊗2((z−1)), in addition to the following identities in Yℏ(g)

⊗3[[z−1]]:

(∆⊗ Id)(R(z)) = R13(z)R23(z),

(Id⊗∆)(R(z)) = R13(z)R12(z).

Moreover, R(z) satisfies R(z)−1 = R21(−z) in addition to

(τa ⊗ τb)R(z) = R(z + a− b) ∀ a, b ∈ C.

Remark 2.6. Here we have followed the notation and conventions from [GTLW21,
Thm. 7.4], where a proof of Drinfeld’s theorem was recently given. The element
R(z) from [Dri85, Thm. 3] is related to R(z) by

(2.6) R(z) = R(−z)−1 = R21(z).

The proof of the above theorem given in [GTLW21] reconstructed the universal
R-matrix R(z) from the components in its Gauss decomposition

(2.7) R(z) = R+(z)R0(z)R−(z),

where R0(z) ∈ 1+u−1Y 0
ℏ (g)

⊗2[[u−1]], R+(z) = R−
21(−z)−1 and R−(z) is an element

of (Y −
ℏ (g)⊗ Y +

ℏ (g))[[z−1]] of the form

R−(z) =
∑

β∈Q+

R−
β (z) with R−

β (z) ∈ (Y −
ℏ (g)−β ⊗ Y +

ℏ (g)β)[[z
−1]]

and R−
0 (z) = 1. The components R−

β (z) for β ̸= 0 were constructed recursively in

the height of β in the proof of Theorem 4.1 in [GTLW21]; see Section 4.2 and (4.5)
therein.

The diagonal factorR0(z) was defined in Section 6 of [GTLW21] using the results
of [GTL17]. By definition, it is the unique series in 1+ z−1Y 0

ℏ (g)
⊗2[[z−1]] satisfying

the formal difference equation

(2.8) (q4κ − 1) log(R0(z)) = L(z),

where q is the shift operator e
ℏ
2 ∂z on Y 0

ℏ (g)
⊗2[[z−1]] (see Remark 2.2) and L(z) ∈

z−2Y 0
ℏ (g)

⊗2[[z−1]] is the element

L(z) = q2κ
∑
i,j∈I

cij(q)Bi(∂z)⊗ Bj(−∂z) · (−z−2).

Here κ ∈ 1
2Z, cij(z) ∈ Z[z, z−1] and Bi(u) ∈ Y 0

ℏ (g)[[u]] are defined as follows:

(1) κ = (1/4)cg, where cg is the eigenvalue of the quadratic Casimir element
C ∈ S2(g) ⊂ U(g) on the adjoint representation of g.
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(2) For each i, j ∈ I, cij(z) = [2κ/dj ]zdj vij(z), where vij(z) is the (i, j)-th
entry of the matrix

E(z) = ([aij ]zdi )
−1
i,j∈I

It is known that cij(z) is an element of Z[z, z−1] satisfying cij(z
−1) = cij(z);

see (5.1) and Appendix A of [GTL17], for instance.

(3) For each i ∈ I, Bi(u) is the formal Borel transform of ti(u). That is,

Bi(u) = B(ti(u)) = ℏ
∑
r≥0

ti,r
ur

r!
.

To conclude this subsection, we recall that the deformed Drinfeld coproduct ∆D
z

on the Yangian Yℏ(g) (see [GTLW21, §3.3–3.4]) can be recovered as the composite

∆D
z = Ad(R−(z)) ◦ (τz ⊗ id) ◦∆ : Yℏ(g) → Yℏ(g)

⊗2((z−1)).

Its restriction to Y 0
ℏ (g) has image in Y 0

ℏ (g)
⊗2[z], and is given explicitly by

∆D
z (ξi(u)) = ξi(u− z)⊗ ξi(u) ∀ i ∈ I.

We shall let ∆0 denote the evaluation of this homomorphism at z = 0:

(2.9) ∆0 := evz=0 ◦∆D
z |Y 0

ℏ (g) : Y
0
ℏ (g) → Y 0

ℏ (g)⊗ Y 0
ℏ (g),

where evz=0 : Y 0
ℏ (g)

⊗2[z] → Y 0
ℏ (g)

⊗2 is given by z 7→ 0. This defines a Hopf algebra
structure on Y 0

ℏ (g), provided it is equipped with counit ε0 and antipode S0 uniquely
determined by

ε0(ξi(u)) = 1 and S0(ξi(u)) = ξi(u)
−1 ∀ i ∈ I.

We shall call this the Drinfeld Hopf algebra structure on Y 0
ℏ (g).

2.5. Representation theory. We now turn to recalling some basic facts about
finite-dimensional representations of Yℏ(g).

A Yℏ(g)-module V is called a highest weight module of highest weight λ =
(λi(u))i∈I ∈ (1 + u−1C[[u−1]])I if it is generated by a nonzero vector v ∈ V sat-
isfying

x+
i (u)v = 0 and ξi(u)v = λi(u)v ∀ i ∈ I.

The vector v is then unique up to scalar multiplication and called the highest
weight vector of V . There is a unique, up to isomorphism, highest weight module
associated to any element λ ∈ (1 + u−1C[[u−1]])I.

In [Dri88], Drinfeld used the language of highest weight modules to classify the
finite-dimensional irreducible representations of Yℏ(g):

Theorem 2.7 ([Dri88]). Let V be a finite-dimensional irreducible representation
of Yℏ(g). Then V is a highest weight module, and there is a unique I-tuple of monic
polynomials P = (Pi(u))i∈I ∈ C[u]I satisfying

ξi(u)v =
Pi(u+ ℏdi)

Pi(u)
v ∀ i ∈ I,

where v ∈ V is any highest weight vector. Moreover, every I-tuple of monic polyno-
mials P arises in this way, and uniquely determines the underlying representation
up to isomorphism.
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The monic polynomials Pi(u) appearing in the above theorem are referred to as
the Drinfeld polynomials associated to V . Henceforth, we will write L(P) for the
unique, up to isomorphism, finite-dimensional irreducible representation of Yℏ(g)
with tuple of Drinfeld polynomials P = (Pi(u))i∈I. Given j ∈ I and a ∈ C, the j-th
fundamental representation Lϖj

(a) of Yℏ(g) is the module L(P) where

Pi(u) = (u− a)δij ∀ i ∈ I.

In the special case where a = 0, we simply write Lϖj for Lϖj (0).

Since U(g) ⊂ Yℏ(g), any finite-dimensional Yℏ(g)-module V admits a g-weight
space decomposition

V =
⊕
µ∈Λ

Vµ, where Vµ = {v ∈ V : hv = µ(h)v ∀ h ∈ h}.

If V is a highest weight module with the highest weight λ = (λi(u))i∈I, then
the g-weight λ ∈ Λ of any highest weight vector is given by the formula λ =∑

i∈I d
−1
i λi,0ϖi, where λi(u) = 1+ℏ

∑
r≥0 λi,ru

−r−1 for each i ∈ I, and the weight

space Vλ is one-dimensional. In particular, if V ∼= L(P), then

λ =
∑
i∈I

deg(Pi(u))ϖi ∈ Λ.

Observe that this implies that the g-weight of any highest weight vector in Lϖj
(a)

is indeed equal to the j-th fundamental weight λ = ϖj of g.

The generating series ξi(u) and x±
i (u) introduced in Section 2.3 operate on any

finite-dimensional representation V of Yℏ(g) as the expansions at infinity of End(V )-
valued rational functions of u; see [GTL16, Prop. 3.6]. For a fixed i ∈ I, the joint
set of poles of these operators will be denoted σi(V ):

(2.10) σi(V ) := {Poles of ξi(u)|V , x±
i (u)|V ∈ End(V )(u)} ⊂ C.

These sets were the main object of study in [GW20]. They are determined by
their values on the composition factors of V , and the sets σi(L(P)) were computed
explicitly in terms of the the roots of the Drinfeld polynomials Pi(u) and the inverse,
normalized q-Cartan matrix E(z) of g in Theorem 5.2 of [GW20]. These results,
and their connection with the so-called Baxter polynomials of L(P), will be recalled
in more detail in Section 5.2.

3. Braid group actions

In this section we will define an action of the braid group Bg corresponding
to g on the algebra Y 0

ℏ (g) by Hopf algebra automorphisms; see Sections 3.1 and
3.2. We will then establish various basic properties of this action, including explicit
formulas for the action on generators (Section 3.3), a relation to Hecke algebras
(Section 3.4), and finally its interactions with the universal R-matrix (Section 3.5).

3.1. The braid group. Denote the Weyl group of g by Wg, generated by the
simple reflections si for i ∈ I. Recall that the braid group Bg associated to g is
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the group with generators τi for i ∈ I, and the following defining relations: for all
i, j ∈ I with i ̸= j,

(3.1) τiτjτi · · ·︸ ︷︷ ︸
mij factors

= τjτiτj · · ·︸ ︷︷ ︸
mij factors

Here mij = mji is defined according to

aijaji 0 1 2 3
mij 2 3 4 6

There is a surjective map Bg → Wg onto the Weyl group defined by τi 7→ si,
whose kernel is generated by the elements τ2i . There is also a section w 7→ τw of
this surjection, defined by taking any reduced expression w = si1 · · · siℓ and setting

τw = τi1 · · · τiℓ .
This is independent of the choice of reduced expression, and these elements satisfy
τvw = τvτw whenever the lengths ℓ(vw) = ℓ(v) + ℓ(w) add; see [Lus10, §2.1.2], for
instance.

Let (V, ϕ) be an integrable representation of g. Recall that this means that
V =

⊕
µ∈Λ Vµ breaks into weight spaces labelled by integral weights, and that

ei, fi act locally nilpotently on V . Define operators τVi on V by:

τVi = exp
(
ϕ(ei)

)
exp

(
ϕ(−fi)

)
exp

(
ϕ(ei)

)
.

These operators are functorial in V , in the natural sense. Note that since ϕ(ei) and
ϕ(−fi) are locally nilpotent endomorphisms of V , each τVi is an automorphism of
V .

The following proposition summarizes several well-known, notable properties of
the operators τVi . We refer the reader to [Kum02, §1.3] or [Kac90, §3], for example,
for further details.

Proposition 3.1.

(a) The map τi 7→ τVi defines an action of Bg on V . In other words, the
operators τVi satisfy the braid relations (3.1).

(b) For any weight µ ∈ Λ, τVi intertwines the µ and si(µ) weight spaces of V :

τVi (Vµ) = Vsi(µ).

Moreover, for any v ∈ Vµ we have (τVi )
2(v) = (−1)⟨µ,α

∨
i ⟩v.

(c) If V,W are both integrable representations of g, then

τV⊗W
i = τVi ⊗ τWi .

(d) If there is an algebra map U(g) → A, and the corresponding adjoint action
of g on A is integrable, then the maps τAi are algebra automorphisms.

(e) Let A be as in part (d) above, and V a module for A. If the g actions on
A and V are both integrable, then

τVi (a · v) = τAi (a) · τVi (v)
for any a ∈ A and v ∈ V .
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3.2. Modified braid group operators. Recall from Section 2.2 that there is an
embedding U(g) ↪→ Yℏ(g), and in particular an adjoint action of g on Yℏ(g). It is
well-known that this action defines an integrable representation of g:

Lemma 3.2. The action of g on Yℏ(g) is integrable.

Consequently, we can consider the algebra automorphisms τ
Yℏ(g)
i as in the previ-

ous section for i ∈ I. For simplicity, we denote these elements by τi. By Proposition
3.1, they define an action of the braid group Bg on Yℏ(g).

Consider the subsets N± = {x±
i,r : i ∈ I, r ∈ Z≥0}, and the corresponding left

ideals Yℏ(g)N
± and right ideals N±Yℏ(g). The PBW Theorem implies that

Yℏ(g) = Y 0
ℏ (g)⊕ (N−Yℏ(g) + Yℏ(g)N

+).

Consider the corresponding projection Π onto the direct summand Y 0
ℏ (g):

(3.2) Π : Yℏ(g) −→ Y 0
ℏ (g).

If β ∈ Q is any non-zero weight, then the corresponding weight space Yℏ(g)β is in
the kernel of Π. Meanwhile, the restriction of Π to the zero weight space Yℏ(g)0
coincides with the projection along the direct sum

Yℏ(g)0 = Y 0
ℏ (g)⊕ (Yℏ(g)0 ∩N−Yℏ(g) ∩ Yℏ(g)N

+).

This restriction is an algebra homomorphism, since Yℏ(g)0 ∩ N−Yℏ(g) ∩ Yℏ(g)N
+

is an ideal in the ring Yℏ(g)0.

Definition 3.3. The modified braid group operators are the maps

Ti : Y
0
ℏ (g) −→ Y 0

ℏ (g) for i ∈ I

defined by the composition Ti = Π ◦ τi
∣∣∣
Y 0
ℏ (g)

.

Our goal in the rest of this section will be to prove the following theorem:

Theorem 3.4. The operators Ti define an action of the braid group Bg on Y 0
ℏ (g)

by Hopf algebra automorphisms.

Here it is understood that Y 0
ℏ (g) is equipped with its Drinfeld Hopf algebra

structure, as defined in Section 2.4 just below equation (2.9). We will prove this
theorem in a sequence of results. In Lemma 3.5, we will show that each Ti is
a Hopf algebra automorphism of Y 0

ℏ (g). Afterwards we will prove in Lemma 3.6
that, for each w ∈ Wg, the modified analogue Tw of the operator τw (see (3.3))
is independent of the choice of reduced expression for w. This will allow us to
conclude in Corollary 3.9 that the operators Ti indeed satisfy the defining braid
relations of Bg, thus completing the proof of the theorem.

Lemma 3.5. Each Ti is a Hopf algebra automorphism of Y 0
ℏ (g).

Proof. Since Yℏ(g)0 is preserved by τi, Y
0
ℏ (g) is a subset of Yℏ(g)0, and Π|Yℏ(g)0

is
an algebra homomorphism, we see that Ti is an algebra homomorphism.

To see that it is an automorphism, note that τi and Π are both filtered maps of
degree zero; that is, they preserve the subspace FnYℏ(g), for each n ≥ 0. Therefore,
Ti = Π ◦ τi|Y 0

ℏ (g) is as well, and will thus be invertible provided its associated
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graded map gr(Ti) is. Since grY 0
ℏ (g)

∼= U(h[t]), we may view the latter map as a
homomorphism

gr(Ti) = gr(Π) ◦ gr(τi
∣∣∣
Y 0
ℏ (g)

) : U(h[t]) → U(h[t]).

Moreover, since the adjoint action of g on Yℏ(g) deforms its adjoint action on the
enveloping algebra U(g[t]), the definition of τi yields that

gr(τi|Y 0
ℏ (g)) = τ

U(g[t])
i

∣∣∣
U(h[t])

.

Observe that τ
U(g[t])
i restricts to the automorphism of U(h[t]) determined by the

action of the simple reflection si ∈ Wg on h[t]. That is, one has

τ
U(g[t])
i (htk) = htk − αi(h)hit

k = si(h)t
k

for each h ∈ h and non-negative integer k. In particular, the image of τ
U(g[t])
i |U(h[t])

is contained in U(h[t]). As gr(Π)|U(h[t]) is the identity map, we can conclude that

gr(Ti) = gr(Π) ◦ gr(τi
∣∣∣
Y 0
ℏ (g)

) = τ
U(g[t])
i |U(h[t]) ∈ Aut(U(h[t])).

This completes the proof that Ti is invertible.

Finally, that Ti is a coalgebra homomorphism commuting with the antipode S0

of Y 0
ℏ (g) follows immediately from the formulas of Proposition 3.8 or Corollary 3.9

established in the next section, using that ξi(u) and Ai(u) are grouplike series; see
above (2.9). □

Recall that every w ∈ Wg has a lift τw ∈ Bg, and therefore a corresponding
automorphism of Yℏ(g) which we also denote by τw.

Lemma 3.6. Let w = si1 · · · siℓ be a reduced expression. Then

Π ◦ τw
∣∣∣
Y 0
ℏ (g)

= Ti1 · · ·Tiℓ .

In particular, the right-hand side of this equation is independent of the choice of
reduced expression.

For each w ∈ Wg, we denote the element defined by the lemma by

(3.3) Tw := Π ◦ τw
∣∣∣
Y 0
ℏ (g)

= Ti1 · · ·Tiℓ .

The following proof is essentially taken from [Wee16, Thm. 5.3.19] in the second
author’s PhD thesis, though the proof there contains a mistake: it only includes
n = 1!

Proof. We begin by noting that for any a ∈ Y 0
ℏ (g) we have

(3.4) τi(a) = Ti(a) +
∑
n≥1

Yℏ(g)−nαiYℏ(g)nαi .

This follows from the construction of τi, via the adjoint action of the elements x±
i,0.

Next, recall that for β ∈ Q we have τi(Yℏ(g)β) = Yℏ(g)siβ . Using this and (3.4) it
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follows that

τi1 · · · τiℓ(a) = Ti1 · · ·Tiℓ(a) +

ℓ∑
b=1

∑
n≥1

Yℏ(g)−nsi1 ···sib−1
αib

Yℏ(g)nsi1 ···sib−1
αib

.

If w = si1 · · · siℓ is a reduced expression, then the elements si1 · · · sib−1
αib are

positive roots: they are precisely the elements of the inversion set of w [Kum02,
Lem. 1.3.14]. But for any positive element β ∈ Q+, the product Yℏ(g)−βYℏ(g)β is
killed by Π. This proves the claim. □

Since both sides of any braid relation (3.1) are reduced expressions, we conclude
from the previous lemma that:

Corollary 3.7. The operators Ti satisfy the braid relations (3.1).

3.3. Computing Ti on generators. To compute the action of the modified braid
group operators Ti on Y 0

ℏ (g) explicitly, we will use the generating series (Aj(u))j∈I

of Y 0
ℏ (g) from [GKLO05], whose definition is recalled in Section 2.3. The first

assertion of the following proposition was established for simply-laced types in
[Wee16, Lem. 5.3.16] using a different argument.

Proposition 3.8. For each i ∈ I, we have

τi(Aj(u)) =

{
Di(u) if j = i,

Aj(u) if j ̸= i.

Consequently, the action of Ti on Y 0
ℏ (g) is uniquely determined by the formula

Ti(Aj(u)) = Aj(u)ξi(u)
δij ∀ j ∈ I.

Proof. By Part (1) of Corollary 2.4, τj(Ai(u)) = Ai(u) if j ̸= i. Moreover, using
the relations of Parts (2) and (3) of that corollary, we obtain

τi(Ai(u)) = exp(ad(ei)) exp(−ad(fi)) exp(ad(ei))(Ai(u))

= exp(ad(ei)) exp(−ad(fi))(Ai(u) +Bi(u))

= exp(ad(ei))(Ai(u) +Bi(u)− (Ai(u)− Ci(u)−Di(u))− Ci(u))

= exp(ad(ei))(Bi(u) +Di(u))

= Bi(u) +Di(u)−Bi(u) = Di(u),

which completes the proof of the first statement of the proposition. The stated
formula for Ti(Aj(u)) now follows from the definition of Ti (namely, Ti = Π ◦
τi|Y 0

ℏ (g)) and that

Π(Di(u)) = Π(Ai(u)ξi(u) + Ci(u)A
−1
i (u)Bi(u)) = Ai(u)ξi(u). □

Next, recall from Remark 2.2 that, for each i ∈ I, ti(u) ∈ u−1Y 0
ℏ (g)[[u

−1]] is the

formal series logarithm of ξi(u): ti(u) = log ξi(u). We further recall that q = e
ℏ
2 ∂u ,

viewed as an operator on Y 0
ℏ (g)[[u

−1]].

Corollary 3.9. Let i, j ∈ I. Then the action of Ti on tj(u) and ξj(u) is given by

Ti(tj(u)) = tj(u)− q−di [aij ]qdi (ti(u)),
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Ti(ξj(u)) = ξj(u)

|aij |−1∏
k=0

ξi

(
u− ℏdi

2
(|aij | − 2k)

)(−1)δij

.

Proof. By Proposition 3.8, one has Ti(aj(u)) = aj(u) + δijti(u) for each i, j ∈ I,
where we recall from Remark 2.2 that aj(u) = logAj(u). The stated formula for
Ti(tj(u)) is a consequence of this identity and the relation (2.3). One then obtains
the given formula for Ti(ξj(u)) by exponentiating and using that

□(3.5) −q−dj [aji]qdj = (−1)δij
|aji|−1∑
ℓ=0

q−dj(|aji|−2ℓ).

3.4. Action of the Hecke algebra of type g. In this section we show that the
Bg-action on Y 0

ℏ (g) from Theorem 3.4 gives rise to an action of the Hecke algebra
associated to g, with parameters encoded by the symmetrizing integers (dj)j∈I, on
a deformation of the space h[t]. We begin by recalling the definition and basic
properties of the relevant Hecke algebra, following [Lus03].

Definition 3.10. The Iwahori–Hecke algebra Hz(g) is the unital associative
C[z, z−1]-algebra generated by elements {Ti}i∈I, subject to the relations

TiTjTi · · ·︸ ︷︷ ︸
mij factors

= TjTiTj · · ·︸ ︷︷ ︸
mij factors

and (Ti − zi)(Ti + z−1
i ) = 0,

for all i, j ∈ I with j ̸= i, where zi = zdi and mij is as in (3.1).

The second set of relations appearing in the definition of Hz(g) are called the
Hecke relations; note that they immediately imply that each generator Ti is invert-
ible. Thus, there is a surjective C[z, z−1]-algebra homomorphism

πH : C[Bg]⊗ C[z, z−1] ↠ Hz(g), τi 7→ Ti ∀ i ∈ I,

with kernel generated by the Hecke relations as an ideal.

The Hecke algebra Hz(g) is a flat deformation of the group algebra C[Wg] over
the ring C[z, z−1]: the quotient of Hz(g) by the ideal (z − 1)Hz(g) coincides with
the group algebra C[Wg]. The flatness is due to the well-known fact that Hz(g) is
a free module over C[z, z−1] with basis given by {Tw}w∈Wg

, where Tw := πH(τw).
We refer the reader to [Lus03, §3], for instance, for further details.

Let us now introduce the vector space V =
⋃

r≥0 Vr ⊂ Y 0
ℏ (g), where

Vr =

r⊕
k=0

span{tj,k : j ∈ I} ∀ r ≥ 0.

Let z := τ− ℏ
2
|V ∈ End(V), where we recall that, for each a ∈ C, τa is the shift

automorphism of Yℏ(g) determined by τa(y(u)) = y(u − a) for y ∈ {x±
i , ξi}. Note

that z is invertible with inverse τ ℏ
2
|V. In what follows, we shall view V as a C[z, z−1]-

module via the inclusion C[z, z−1] ↪→ GL(V) sending z to z.

Proposition 3.11. The assignment Ti 7→ zdi ◦Ti

∣∣∣
V
for each i ∈ I defines a Hz(g)-

module structure on V for which Vr is a submodule for any r ≥ 0.
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Proof. As qd(ti(u)) = ti(u + dℏ/2) = zd(ti(u)) for any d ∈ Z and i ∈ I, we can
rewrite the first formula of Corollary 3.9 as

(3.6) Ti(tj,k) = tj,k − z−di [aij ]zdi (ti,k) ∀ i, j ∈ I, k ≥ 0,

where we recall that z−di [aij ]zdi is a Laurent polynomial in z; see (3.5). It fol-
lows that the operators Ti restrict to linear automorphisms of V which satisfy the
defining braid relations of Bg.

The formulas of Corollary 3.9 also imply that Ti ◦ τa = τa ◦ Ti for each i ∈ I
and a ∈ C. Thus, Ti and z commute, and the assignment τi 7→ zdi ◦ Ti|V defines
an algebra homomorphism

C[Bg]⊗ C[z, z−1] → EndC[z,z−1](V).

Hence, to see that that V is a Hz(g)-module, we are left to show that the oper-
ators zdi ◦ Ti|V satisfy the Hecke relations. Equivalently, we must prove that the
following identity holds on V, for each i ∈ I:

(3.7) T2
i |V + (z−2di − IdV) ◦ Ti|V = z−2di ◦ IdV.

To see this, first note that we have

T2
i (tj(u)) = Ti(tj(u))− z−di [aij ]zdi (Ti(ti(u)))

= tj(u) + (z−di [2]zdi z
−di [aij ]zdi − 2z−di [aij ]zdi )(ti(u)),

(z−2di − IdV)(Ti(tj(u))) = (z−2di − IdV)(tj(u)− z−di [aij ]zdi (ti(u)))

= (z−2di − IdV)(tj(u))− (z−2di − 1)z−di [aij ]zdi (ti(u))).

Adding together these two expressions yields

(T2
i |V+(z−2di − IdV) ◦ Ti|V)(tj(u))

= z−2di(tj(u)) + (z−di [2]zdi − z−2di − 1)z−di [aij ]zdi (ti(u))

= z−2di(tj(u)),

where in the last equality we have used that [2]zdi = zdi + z−di . This completes
the proof of (3.7), and thus establishes the first assertion of the proposition. That
Vr is a Hz(g)-submodule of V for any r ≥ 0 now follows immediately from the fact
that it is preserved by z and Ti for any i ∈ I; see (3.6). □

3.5. The universal R-matrix and lifted minors. We now turn to studying
how the operators τi and Ti interact with the universal R-matrix of the Yangian
as well as the so-called lifted minors (or matrix coefficients) it defines on any finite-
dimensional representation.

Since the shift homomorphism τz : Yℏ(g) → Yℏ(g)[z] restricts to the identity map
on U(g), the intertwiner equation (2.5) implies that R(z) is a g-invariant element
of Yℏ(g)

⊗2[[z−1]]. That is, one has

[∆(x),R(z)] = 0 ∀ x ∈ U(g).

It follows that R(z) is fixed by exp(ad(x))⊗ exp(ad(x)) for any x ∈ g, and thus by
τi⊗τi for each i ∈ I. This observation proves the first part of the below proposition.

Proposition 3.12. For each i ∈ I, we have

(τi ⊗ τi)(R(z)) = R(z) and (Ti ⊗ Ti)(R0(z)) = R0(z).
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Proof. It remains to prove that R0(z) is fixed by Ti⊗Ti for each i ∈ I. To this end,
observe that the restriction of Π⊗Π to the weight zero component (Yℏ(g)⊗Yℏ(g))0
is an algebra homomorphism

(3.8) (Π⊗Π)
∣∣∣
(Yℏ(g)⊗Yℏ(g))0

: (Yℏ(g)⊗ Yℏ(g))0 → Y 0
ℏ (g)⊗ Y 0

ℏ (g).

Indeed, this follows from the observation above Definition 3.3 applied to the Yangian
Yℏ(g⊕ g) ∼= Yℏ(g)⊗ Yℏ(g) associated to the semisimple Lie algebra g⊕ g.

Since the universal R-matrix R(z) and its components R±(z) and R0(z) have
weight zero with Π⊗2(R±(z)) = 1 and Π⊗2(R0(z)) = R0(z), the above observation
implies that

(Π⊗Π)(R(z)) = Π⊗2(R+(z)) ·Π⊗2(R0(z)) ·Π⊗2(R−(z)) = R0(z).

Therefore, applying Π ⊗ Π to both sides of the identity (τi ⊗ τi)(R(z)) = R(z)
yields

(Π ◦ τi)⊗2(R(z)) = R0(z).

We claim that the left-hand side of this relation coincides with (Ti ⊗ Ti)(R0(z)).
To see this, note that the observation (3.8) implies that

(Π ◦ τi)⊗2(R(z)) = (Π ◦ τi)⊗2(R+(z)) · T⊗2
i (R0(z)) · (Π ◦ τi)⊗2(R−(z)).

Thus, we are left to see that (Π◦τi)⊗2(R±(z)) = 1. This follows from the fact that
Yℏ(g)α is in the kernel of Π for any nonzero α ∈ Q, and that

τ⊗2
i (R±(z)− 1) =

∑
β>0

τ⊗2
i (R±

β (z)) ⊂ Yℏ(g)
⊗2[[z−1]],

where the sum is taken over all nonzero β ∈ Q+ and the coefficients of τ⊗2
i (R±

β (z))

belong to Yℏ(g)±si(β) ⊗ Yℏ(g)∓si(β) ⊂ Ker(Π⊗Π) for each β. □

Given a finite-dimensional representation V of Yℏ(g) with action homomorphism
πV : Yℏ(g) → End(V ), we define TV (u) and T0

V (u) in End(V )⊗ Yℏ(g)[[u
−1]] by

TV (u) := (πV ⊗ Id)(R(−u)) and T0
V (u) := (πV ⊗ Id)(R0(−u))

where we recall that R(u) = R21(u) (i.e., it is the universal R-matrix of Yℏ(g) as
defined in [Dri85, Thm. 3]), and we have set R0(u) = R0

21(u).

Remark 3.13. Provided V has a non-trivial composition factor, the coefficients
of TV (u) generate Yℏ(g) as an algebra, and Yℏ(g) can be rebuilt from TV (u) via
generators and relations using the so-called R-matrix formalism for constructing
quantum groups; see [Dri85, Thm. 6] and [Wen18, Thm. 6.2].

To each pair (v, f) ∈ V ×V ∗, we may associate coefficients Tf,v(u) ∈ Yℏ(g)[[u
−1]]

of TV (u) and T0
f,v(u) ∈ Y 0

ℏ (g)[[u
−1]] of T0

V (u) by setting

Tf,v(u) := (f ⊗ Id)(TV (u)v) and T0
f,v(u) := (f ⊗ Id)(T0

V (u)v).

Following [KTW+19, §5.3] and [Wee16, §4.3.2], we call these elements lifted minors.

Corollary 3.14. Let v ∈ V and f ∈ V ∗. Then for each i ∈ I, one has

τi(Tf,v(u)) = Tτi(f),τi(v)(u).

Moreover, the adjoint action of any x ∈ g on Tf,v(u) is given by

[x,Tf,v(u)] = Tx·f,v(u) + Tf,x·v(u).
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Proof. Since τi(f) = τV
∗

i (f) = f ◦ (τVi )−1, the first assertion of the corollary is a
consequence of the definition of Tf,v(u) and the two relations

(τVi )
−1
(
πV (x)τ

V
i (v)

)
= πV (τ

−1
i (x))v,

(τ−1
i ⊗ Id)(R(u)) = (Id⊗ τi)(R(u)),

which are due to the last part of Proposition 3.1 and the first equality of Proposition
3.12, respectively. Similarly, the relation [x,Tf,v(u)] = Tx·f,v(u) + Tf,x·v(u) is a
consequence of the definition of Tf,v(u) and the g-invariance of R(u). □

Remark 3.15. Let V be a finite-dimensional representation of Yℏ(g), let v ∈ V be
a highest weight vector, and let f ∈ V ∗. Then, for each w ∈ Wg, we have

T−1
w

(
T0
f,v(u)

)
= T0

τ−1
w (f),τ−1

w (v)
(u).

This is proven similarly to the first assertion of the previous corollary, using the
second identity of Proposition 3.12.

One application of Corollary 3.14 is that it can be used to identify each of the
generating series Aj(u), Bj(u), Cj(u) and Dj(u) of Yℏ(g) (see Section 2.3) with
lifted minors associated to the j-th fundamental representation Lϖj

, thus yielding
an alternative proof of [IR19, Prop. 2.29]. To make this precise, for each j ∈ I,
let vj ∈ Lϖj be a highest weight vector. Define v∗j ∈ (Lϖj )

∗
−ϖj

⊂ (Lϖj )
∗ by

v∗j (vj) = 1.

Proposition 3.16. For each j ∈ I, we have

Tv∗
j ,vj

(u) = T0
v∗
j ,vj

(u) = Aj(u− ℏdj).

Consequently, the series Bj(u), Cj(u) and Dj(u) are recovered as the lifted minors

Bj(u) = Tej ·v∗
j ,vj

(u+ ℏdj),
Cj(u) = −Tv∗

j ,fj ·vj (u+ ℏdj) and Dj(u) = −Tej ·v∗
j ,fj ·vj (u+ ℏdj).

Proof. The equality Tv∗
j ,vj

(u) = T0
v∗
j ,vj

(u) follows easily from the Gauss decompo-

sition (2.7). Hence, to prove the first assertion of the proposition it suffices to
establish that T0

v∗
j ,vj

(u) = Aj(u − ℏdj). Let λ ∈ HomAlg(Y
0
ℏ (g),C) be the algebra

homomorphism uniquely determined by

λ(ξi(u)) = 1 + δijℏdju−1 ∀ j ∈ I.

Then the identity T0
v∗
j ,vj

(u) = Aj(u− ℏdj) is equivalent to

R0
j (u) := (λ⊗ id)(R0(u)) = Aj(−u− ℏdj).

By (2.8), the left-hand side is the unique series in 1 + u−1Y 0
ℏ (g)[[u

−1]] satisfying

(3.9) (q4κ − 1) logR0
j (u) = Lj(u),

where Lj(u) is given by

Lj(u) := (λ⊗ Id)(L21(u)) = q2κ
∑
i,j∈I

cij(q)λ (Bj(−∂u))Bi(∂u) · (−u−2)

with all notation as specified below (2.8). It thus suffices to show that Aj(−u−ℏdj)
also satisfies the difference equation (3.9). This is the content of the following claim.
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Claim. The series aj(u) = logAj(u) satisfies the relation

(q4κ+2dj − q2dj )(aj(−u)) = Lj(u).

Proof of claim. Since λ(tj,r) = (−1)r
ℏrdr+1

j

r+1 , we have

λ(Bj(u)) = −
∑
r≥0

(−1)r+1ℏr+1dr+1
j

ur+1

(r + 1)!
=

1− e−ℏdju

u
.

As −u−2 = −∂u(−u−1), this gives

Lj(u) = q2κ(q2dj − 1)
∑
i∈I

cij(q)Bi(∂u) · (u−1) = q2κ(q2dj − 1)
∑
i∈I

cij(q)(ti(−u)).

Since ti(u) =
∑

k∈I q
−dk [aki]qdk (ak(u)) and eℏ∂zf(z)|z=−u = e−ℏ∂uf(−u) , we ob-

tain
Lj(u) = q2κ(q2dj − 1)

∑
i,k∈I

cij(q)q
dk [aki]qdk (ak(−u)).

Since cij(q) = [2κ/dj ]qdj vij(q) where vij(q) is the (i, j)-th entry of ([aij ]qdi )
−1
i,j∈I,

we have∑
i,k∈I

qdkcij(q)[aki]qdk (ak(−u)) =
∑
i,k∈I

qdk [2κ/dj ]qdj [aki]qdk vij(q)(ak(−u))

= qdj [2κ/dj ]qdj (aj(−u)).

Thus, we obtain

Lj(z) = q2κq2dj (qdj − q−dj ) [2κ/dj ]qdj (aj(−u)) = (q4κ+2dj − q2dj )(aj(−u)).

This completes the proof of the claim, and thus the proof that the lifted minors
Tv∗

j ,vj
(u) and T0

v∗
j ,vj

(u) coincide with Aj(u− ℏdj) for each j ∈ I. □

The stated formulas for Bj(u), Cj(u) and Dj(u) now follow from Corollary
2.4 and the commutator relations for [x,Tf,v(u)] given in the second statement
of Corollary 3.14. For example,

Bj(u) = [ej , Aj(u)] = [ej ,Tv∗
j ,vj

(u+ ℏdj)] = Tejv∗
j ,vj

(u+ ℏdj) + Tv∗
j ,ejvj

(u+ ℏdj).

Since ejvj = 0, this gives Bj(u) = Tejv∗
j ,vj

(u+ ℏdj), as desired. □

Remark 3.17. As mentioned above, this gives a new proof of Proposition 2.29
from [IR19]. We note, however, that the statement of [IR19] seems to be slightly
incorrect: it is missing the shifts by ℏdj which appear in the statement of Proposi-
tion 3.16.

4. The dual braid group action and weights

In this section, we dualize the action of the Braid group Bg on Y 0
ℏ (g) constructed

in the previous section to obtain a Bg-action on the group (C((u−1))×)I by auto-
morphisms, which preserves the subgroups

(1 + u−1C[[u−1]])I and (C(u)×)I.
In particular, this recovers the representation of Bg studied in the work [Tan15] of
Tan, which was inspired by its q-analogue obtained in the earlier work [Cha02] of
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Chari. We then show that this action naturally computes the eigenvalues of the
series {ξi(u)}i∈I on any extremal vector of any finite-dimensional highest weight rep-
resentation of Yℏ(g) (see Proposition 4.7), thus generalizing a result from [Tan15].

4.1. The braid group action on (1+u−1C[[u−1]])I. We begin by explaining how
the representation Y 0

ℏ (g) of Bg from Theorem 3.4 can be dualized to obtain an
action of Bg on (1 + u−1C[[u−1]])I by group automorphisms.

Let ϑ be the group anti-automorphism of Bg uniquely determined by ϑ(τi) = τi
for all i ∈ I. Note that ϑ(τw) = τw−1 for w ∈ Wg an element of the Weyl group.
Using ϑ, we may define an action of Bg on the linear dual Y 0

ℏ (g)
∗ by

(4.1) σ(f)(y) = f(ϑ(σ) · y)
for all σ ∈ Bg, y ∈ Y 0

ℏ (g) and f ∈ Y 0
ℏ (g)

∗. Note that this action is uniquely
determined by the requirement that τi operates as the transpose/adjoint of Ti:

τi(f) = T∗
i (f) = f ◦ Ti ∀ i ∈ I and f ∈ Y 0

ℏ (g)
∗.

The Drinfeld coalgebra structure on Y 0
ℏ (g) induces a commutative algebra struc-

ture on Y 0
ℏ (g)

∗ with unit given by the counit on Y 0
ℏ (g) and product given by the

transpose of the Drinfeld coproduct ∆0 (see (2.9)). Since each modified braid group
operator Ti is a coalgebra homomorphism, Bg acts on Y 0

ℏ (g)
∗ by algebra automor-

phisms. Moreover, as each Ti is an algebra automorphism, the space of algebra
homomorphisms

HomAlg(Y
0
ℏ (g),C) ⊂ Y 0

ℏ (g)
∗

is a subrepresentation of Y 0
ℏ (g)

∗. This is a subgroup of the group of units in Y 0
ℏ (g)

∗;
in fact, one has an isomorphism of groups

HomAlg(Y
0
ℏ (g),C) ∼−→ (1 + u−1C[[u−1]])I, γ 7→ (γ(ξi(u)))i∈I.

From this point on, we will not distinguish between these two spaces, and the above
identification will always be assumed. The first part of the following corollary
summarizes the above discussion.

Corollary 4.1. The formula (4.1) defines an action of Bg on (1 + u−1C[[u−1]])I

by group automorphisms. Moreover, if λ = (λi(u))i∈I ∈ (1+u−1C[[u−1]])I, then the
i-th component τj(λ)i of τj(λ) is given by

τj(λ)i = λi(u)

|aji|−1∏
k=0

λj

(
u− ℏdj

2
(|aji| − 2k)

)(−1)δij

.

Proof. It remains to show that the i-th component τj(λ)i = (τj(λ))(ξi(u)) of τj(λ)
is given by the claimed formula. By definition of τj , we have

(τj(λ))(ξi(u)) = λ(Tj(ξi(u))) = λi(u)

|aji|−1∏
k=0

λj

(
u− ℏdj

2
(|aji| − 2k)

)(−1)δij

,

where we have used the formula for Tj(ξi(u)) obtained in Corollary 3.9 in the last
equality. □
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Remark 4.2. The action of Bg on (1 + u−1C[[u−1]])I constructed above is given
by the exact same formulas as the action of Bg on (C(u)×)I defined by Tan in
Proposition 3.1 of [Tan15]. This is precisely why we have used the group anti-
automorphism ϑ of Bg in its definition as opposed to the standard antipode on Bg,
given by inversion. We will explain how to reconcile the underlying representation
spaces in the next subsection.

4.2. Extending the representation space. Let M⊂ C((u−1))× be the subgroup
consisting of monic Laurent series:

M=
⋃
k∈Z

uk(1 + u−1C[[u−1]]).

We will need the following elementary lemma.

Lemma 4.3. Let λ(u) = 1+ℏ
∑

r≥0 λru
−r−1 be an arbitrary series in 1+u−1C[[u−1]]

and suppose that d ∈ C×. Then the formal difference equation

µ(u+ ℏd)
µ(u)

= λ(u)

has a solution µ(u) ∈ M if and only if λ0 ∈ dZ. In this case, µ(u) is unique and
belongs to uλ0/d(1 + u−1C[[u−1]]).

Proof. Write µ(u) = ukµ̇(u), where µ̇(u) ∈ 1 + u−1C[[u−1]]. Then the difference
equation becomes (

1 + ℏ
d

u

)k
µ̇(u+ ℏd)

µ̇(u)
= λ(u).

Taking the formal logarithm of both sides, this gives the equivalent relation

k log
(
1 + ℏ d

u

)
+ b(u+ ℏd)− b(u) = log(λ(u)),

where b(u) =
∑

r≥0 bru
−r−1 = log(µ̇(u)). The coefficient of u−1 on both sides

is kℏd = ℏλ0. This shows that if a solution exists, we must have λ0 ∈ dZ and
µ(u) ∈ uλ0/d(1 + u−1C[[u−1]]).

Conversely, if λ0 ∈ dZ holds then we take k = λ0/d, and solve the above
equation for b(u) recursively in its coefficients; taking the coefficients of u−r−1

for r > 0 will allow one to express br−1 in terms of {bℓ}0≤ℓ<r−2 and the coefficients

of k log
(
1 + ℏ d

u

)
and log(λ(u)). □

Recall that Λ =
⊕

i∈I Zϖi denotes the weight lattice of g. We view Λ as a
representation of Bg via the canonical action of the Weyl group on h∗. Let us
introduce the group homomorphism

deg : MI → Λ, (λi(u))i∈I 7→
∑
i∈I

deg λi(u)ϖi,

where deg λi(u) ∈ Z is the unique integer k for which u−kλi(u) ∈ 1 + u−1C[[u−1]].

Next, following the notation of Remark 2.2, let q be the group automorphism of

M given by the translation q = e
ℏ
2 ∂u . For each a ∈ C, we write qa for e

aℏ
2 ∂u , so

that qa(f(u)) = f(u+ aℏ
2 ). Given a diagonal matrix A = Diag(ai)i∈I, we write qA

for the group automorphism of MI given by

qA(λi(u))i∈I = (qaiλi(u))i∈I =
(
λi

(
u+ ai

ℏ
2

))
i∈I

.
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In what follows, we will only be interested in the case where A = 2D, where D
is the diagonal matrix D = (di)i∈I of symmetrizing integers. In addition, we note
that if µ ∈ MI, then the element

(
q2Dµ

)
µ−1 lies in (1 + u−1C[[u−1]])I, and hence

we may apply σ to it for any σ ∈ Bg.

Proposition 4.4. Let σ ∈ Bg. Then for each µ = (µi(u))i∈I ∈ MI, there exists a

unique element σ(µ) ∈ MI satisfying

σ

(
q2Dµ

µ

)
=

q2Dσ(µ)

σ(µ)

Moreover, the formula σ · µ = σ(µ) determines an action of Bg on MI by group

automorphisms for which (1+u−1C[[u−1]])I is a subrepresentation and deg : MI → Λ
is a module homomorphism:

degσ(µ) = σ · deg(µ).

Proof. Let λ = (λi(u))i∈I denote the element
(
q2Dµ

)
µ−1 ∈ (1+ u−1C[[u−1]])I, and

write λi(u) = 1 + ℏ
∑

r≥0 λi,ru
−r−1. Note that

σ(λ) = 1 + ℏσ · (λi,0)i∈Iu
−1 +O(u−2),

where the action of σ on CI is inherited via the identification h∗ ∼−→ CI, λ 7→
(λ(ξi,0))i∈I = (λ, αi)i∈I. Equivalently, one has

σ · (λi,0)i∈I :=

∑
j∈I

1

dj
λj,0(αi,σ(ϖj))


i∈I

= (αi,σ · deg(µ))i∈I,

where we have used that, by the previous lemma, λj,0 = dj degµj(u) for each j ∈ I.
As the action of Bg on h∗ preserves Λ, one has (αi,σ · deg(µ)) ∈ diZ for each i ∈ I.
The previous lemma therefore implies that σ(µ) exists, is unique, and has degree
σ · deg(µ).

The rest of the proposition now follows easily using the uniqueness assertion of
the previous lemma. □

Remark 4.5. Let us now explain how to further extend the underlying repre-
sentation space to (C((u−1))×)I. First note that the group (C×)I can be viewed
as a maximal torus associated to the simply connected Lie group G with Lie al-
gebra g, and therefore admits a natural action of the Weyl group Wg by group
automorphisms. It is given explicitly by the formulas

sj(λi)i∈I = (λiλ
−aji

j )i∈I

for all i, j ∈ I and (λi)i∈I ∈ (C×)I. It follows by Proposition 4.4 that Bg acts on
the group (C×)I × MI by automorphisms. However, the groups (C×)I × MI and
(C((u−1))×)I are isomorphic, with an isomorphism (C×)I × MI ∼−→ (C((u−1))×)I

given by componentwise multiplication:

((µi)i∈I, (λi(u))i∈I) 7→ (µiλi(u))i∈I.

Hence, we can conclude that the braid group Bg acts on (C((u−1))×)I by group
automorphisms, and that this action is given explicitly by the formulas of Corollary
4.1. Moreover, the space (C(u)×)I is a subrepresentation, and coincides with the
representation of Bg obtained in Proposition 3.1 of [Tan15]; see Remark 4.2 above.



BRAID GROUP ACTIONS AND AFFINE QUANTUM GROUPS 25

Remark 4.6. Considering the ℏ = 0 limit of the Bg–action on (C((u−1))×)I from
the previous remark, we simply recover the natural action of the Weyl group Bg ↠
Wg on the C((u−1))-points of the torus T = (C×)I. Namely, the group Wg naturally
acts on the A-points T (A) for any commutative C-algebra A, since it acts on the

scheme T itself: for (xi)i∈I ∈ T (A) this action is given by sj(xi)i∈I 7→ (xix
−aji

j )i∈I.

Considering the case of A = C((u−1)), this is easily seen to agree with the ℏ = 0
limit of the formulas from Corollary 4.1. The ℏ = 0 limits of the actions of Bg on
(1 + u−1C[[u−1]])I and (C(u)×)I arise similarly, by restriction.

4.3. Weights of extremal vectors. Recall from Section 3.1 that the homomor-
phism Bg → Wg admits a canonical set-theoretic section w 7→ τw, where τw is
defined by taking any reduced expression w = si1 · · · siℓ and setting

τw = τi1 · · · τiℓ ∈ Bg.

The following is the main result of this subsection; it provides a strengthening of
[Tan15, Prop. 4.5], and is the Yangian analogue of [Cha02, Prop. 4.1].

Proposition 4.7. Let λ be the highest weight of an irreducible finite-dimensional
Yℏ(g) module V , and let λ ∈ h∗ be the corresponding g-weight. Then, for each
w ∈ Wg, we have

ξi(u)|Vw(λ)
= τw(λ)i · IdVw(λ)

∀ i ∈ I.

In particular, if V ∼= L(P), then for each i ∈ I one has

(4.2) ξi(u)|Vw(λ)
=

q2diτw(P)i
τw(P)i

· IdVw(λ)
.

Proof. The second assertion is a consequence of the first and that, by Proposition
4.4, if λ = (q2DP) · P−1, then τw(λ) = (q2Dτw(P)) · τw(P)−1.

To establish the first assertion, note that we have τw(λ)i = λ(Tw−1(ξi(u))) for
all i ∈ I. Hence, it is sufficient to prove that

ξi(u)|Vw(λ)
= λ(Tw−1(ξi(u))) · IdVw(λ)

∀ i ∈ I.

This is equivalent to establishing that, for each w ∈ Wg, the eigenvalue of y ∈ Y 0
ℏ (g)

on the one-dimensional weight space Vw−1(λ) coincides with the eigenvalue of Tw(y)
on the highest weight space Vλ.

Fix y ∈ Y 0
ℏ (g), and let µw(y) ∈ C be the eigenvalue of y on Vw(λ), and let

vλ ∈ Vλ be a highest weight vector. Set v := τVw(τ
V
w−1(vλ)), where τVw is the

image of τw under the homomorphism τi 7→ τVi from Proposition 3.1. Note that
τVw−1(vλ) ∈ Vw−1(λ), while v ∈ Vλ is itself a highest weight vector. Therefore

y · τVw−1(vλ) = µw(x)τ
V
w−1(vλ) and y · v = Π(x) · v for all y ∈ Yℏ(g)0. We thus have

µw(y)v = τVw(y · τVw−1(vλ)) = τw(y) · v = Π(τw(y)) · v = Tw(y) · v,
where in the second equality we have applied the last statement of Proposition 3.1,
and in the fourth equality we have applied (3.3). This completes the proof of the
proposition. □
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Corollary 4.8. Let P = (Pj(u))j∈I be any tuple of Drinfeld polynomials, and let
w ∈ Wg and i ∈ I. Define Pi,w(u) ∈ M by

Pi,w(u) :=

τw(P)i if w−1(αi) ∈ ∆+

1

τw(P)i
if w−1(αi) /∈ ∆+ .

Then Pi,w(u) is a monic polynomial in u.

Proof. By Remark 2.2 of [CP91a], there is a monic polynomial P+
i,w(u) such that

ξi(u)|Vw(λ)
=

P+
i,w(u+ ℏdi)fi(w)

P+
i,w(u)

fi(w)
· IdVw(λ)

,

where V = L(P) and fi(w) is 1 if w−1(αi) ∈ ∆+ and −1 otherwise. By Proposition
4.7 and the uniqueness assertion of Lemma 4.3, we can conclude that P+

i,w(u)
fi(w) =

σẘ(P)i = Pi,w(u)
fi(w). Hence, Pi,w(u) coincides with the polynomial P+

i,w(u). □

Remark 4.9. The statement of [Tan15, Prop. 4.5] is that if i ∈ I is such that
ℓ(siw) = ℓ(w) + 1, then the relation (4.2) of Proposition 4.7 is satisfied. This
was proven by induction on the length of w using a technical argument based on
the defining relations of Yℏ(g). Moreover, in this case one always has w−1(αi) ∈
∆+, and the polynomiality of Pi,w(u) from Corollary 4.8 can be deduced from
Proposition 4.5 and Lemma 4.3 of [Tan15] (see also [GT15, Lem. 5.1]) using the
uniqueness assertion of Lemma 4.3.

5. Baxter polynomials and cyclicity

Our goal in this section is to prove a conjecture from [GW20, §7.4] which asserts
that the two sufficient conditions for the cyclicity and irreducibility of any tensor
product L(P)⊗ L(Q) obtained in [GW20] and [Tan15] are identical; see Corollary
5.4.

We will do this by applying the results of the previous two sections to factorize
the so-called specialized Baxter polynomials associated to the extremal vectors of
L(P) (see Section 5.3) as products of polynomials arising from the Bg-orbit of P.
This will be achieved in Theorem 5.2 after recalling some preliminaries on Baxter
polynomials and their relation to the sets of poles of a representation in Sections
5.1 and 5.2.

5.1. The transfer operator Ti(u). Suppose that V is any finite-dimensional
highest-weight module of Yℏ(g). Let λ ∈ h∗ denote the g-weight of any highest-
weight vector in V and, for each i ∈ I, let λA

i (u) ∈ 1 + u−1C[[u−1]] denote the
eigenvalue of the series Ai(u) on Vλ. We then introduce the normalized operator

AV
i (u) := λA

i (u)
−1Ai(u)|V ∈ End(V )[[u−1]].

Then, by Theorem 4.4 of [GW20] (see also Corollary 4.7 of [GW20] together with
Propositions 5.7 and 5.8 of [HZ22]), there is a unique monic polynomial Ti(u) ∈
End(V )[u] satisfying

(5.1) Ti(u+ ℏdi) = AV
i (u)Ti(u).
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Remark 5.1. Let us explain how this relates to the i-th abelianized transfer op-
erator Ti(u) introduced in [GW20, §4.3]. For each i ∈ I, let Ai(u) denote the
product

Ai(u) := Ai(u)Ai(u+ ℏdi) · · ·Ai(u+ ( 2κdi
− 1)ℏdi) ∈ Y 0

ℏ (g)[[u
−1]],

where we recall that κ ∈ 1
2Z has been defined below (2.8). The element Ai(u)

coincides with the series introduced in (4.2) of [GW20] (see Remark 4.7 therein)
and operates on V as the expansion at infinity of a rational function of u. In Section
4.3 of [GW20], an End(V )-valued meromorphic function Ti(u) was defined as one
of the two canonical fundamental solutions of the difference equation

Ti(u+ 2κℏ) = Ai(u)|V Ti(u).

As explained in Remarks 4.3 and 7.5 of [GW20], one may recover Ti(u) heuristically
by applying the formal substitution ξj(u) 7→ uδij to the first tensor factor of the
diagonal component R0(u) of the universal R-matrix of Yℏ(g).

It was proven in Theorem 4.4 of [GW20] that if λT
i (u) denotes the eigenvalue of

Ti(u) on Vλ, then λT
i (u)

−1Ti(u) is a monic, End(V )-valued polynomial of u. This
can be seen as a weak, rational counterpart of a polynomiality result established for
quantum loop algebras in the work [FH15] of Frenkel and Hernandez. Finally, we
note that by Corollary 4.5 and Remark 4.5 of [GW20], the polynomial λT

i (u)
−1Ti(u)

is precisely Ti(u) introduced above.

5.2. Baxter polynomials and poles. The eigenvalues of the polynomial operator
Ti(u) defined by (5.1) are called the specialized Baxter polynomials associated to
V . In [GW20], they were applied to compute the sets of poles σi(V ) ⊂ C of V , as
defined in (2.10).

In order to describe the relation between Baxter polynomials and the sets σi(V ),
let Zi(V ) denote the set of zeroes of all eigenvalues of Ti(u), and let Qg

i,V (u) denote

the eigenvalue of Ti(u) on the lowest weight space Vw0(λ), where w0 ∈ Wg is the
longest element. Then, by Theorem 4.4 of [GW20], one has

(5.2) Zi(V ) = σi(V ) = Z(Qg
i,V (u)) ∀ i ∈ I.

In the case where V is irreducible, the polynomials Qg
i,V (u) (and thus the sets

σi(V )) were computed explicitly in Theorem 5.2 of [GW20] in terms of the entries of
the quantum Cartan matrix E(z) = (vij(z))i,j∈I (see below (2.8)). More precisely,

one has vij(z) =
∑

r≥di
v
(r)
ij zr ∈ Z[[z]] with v

(r)
ij ≥ 0 for all di ≤ r ≤ 2κ − di, and

Qg
i,V (u) is given by

Qg
i,V (u) =

∏
j∈I

2κ−di∏
b=di

Pj

(
u− (b− dj)

ℏ
2

)v
(b)
ij

,

where P = (Pj(u))j∈I is the tuple of Drinfeld polynomials associated to V ∼= L(P).
Consequently, one has

σi(V ) =
⋃
j∈I

(
Z(Pj(u)) + σi(Lϖj

)
)
,

σi(Lϖj
) =

{
bℏ
2

: di − dj ≤ b ≤ 2κ− di − dj and v
(b+dj)
ij > 0

}
.
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5.3. Baxter polynomials associated to extremal weights. Let us now fix
V = L(P), where P = (Pj(u))j∈I is any tuple of Drinfeld polynomials. Let λ =∑

i∈I deg(Pi)ϖi ∈ h∗; this is the g-weight of any highest weight vector in V . Given
w ∈ Wg, let Qw

i,P(u) ∈ C[u] denote the eigenvalue of Ti(u) on Vw(λ):

Ti(u)|Vw(λ)
= Qw

i,P(u) · IdVw(λ)
.

In particular, if w is the longest element w0, then Qw
i,P(u) = Qg

i,V (u).

The following theorem provides the main result of this section. It gives a fac-
torization of Qw

i,P(u) as a product of polynomials arising from the Bg-orbit of P,
starting from any reduced expression of w.

Theorem 5.2. Let P = (Pj(u))j∈I be any tuple of Drinfeld polynomials, and fix
w ∈ Wg. Let w = sj1sj2 · · · sjp be any reduced expression for w. For each 0 < r ≤ p,
set wr := sjr+1 · · · sjp , where wp = Id. Then one has

Qw
i,P(u) =

∏
r:jr=i

τwr
(P)i.

Moreover, τwr (P)jr is a monic polynomial in u for each r.

Proof. We first note that the polynomiality of τwr
(P )jr follows from Corollary 4.8

and that w−1
r (αjr ) = sjp · · · sjr+1

(αjr ) ∈ ∆+ for each r, as sjp · · · sjr+1
sjr is a

reduced expression.

Let us now establish the decomposition of Qw
i,P(u) given in the statement of the

theorem. By definition, the polynomial Qw
i,P(u) satisfies

(5.3) λA
i (u)

−1Ai(u)|Vw(λ)
=

Qw
i,P(u+ ℏdi)
Qw

i,P(u)
· IdVw(λ)

,

where we recall that λA
i (u) ∈ 1+u−1C[[u−1]] denotes the eigenvalue of Ai(u) on the

highest weight space Vλ. Moreover, by Proposition 4.7, one has

Ai(u)|Vw(λ)
= τw(λ) (Ai(u)) · IdVw(λ)

,

where λ = (q2DP) · P−1 is the Yℏ(g)-highest weight of L(P), and we recall that
τw(λ) ∈ (1 + u−1C[[u−1]])I = HomAlg(Y

0
ℏ (g),C).

Therefore, by (5.3) and the uniqueness assertion of Lemma 4.3, it suffices to
prove the following claim.

Claim. The series τw(λ) (Ai(u)) satisfies

τw(λ) (Ai(u)) = λA
i (u)

∏
r:jr=i

τwr
(λ)i = λA

i (u)
∏

r:jr=i

q2diτwr
(P)i

τwr (P)i
.

Proof of claim. The second equality is an immediate consequence of Proposition
4.4. By (4.1), the first equality is equivalent to

(5.4) Tw−1(Ai(u)) = Ai(u)
∏

r:jr=i

Tw−1
r

(ξi(u)).

This follows by a simple induction on the length p of w using that, by Proposition
3.8, one has τ̇j(Ai(u)) = Ai(u)ξi(u)

δij . Indeed, if p = 1, then (5.4) reduces to



BRAID GROUP ACTIONS AND AFFINE QUANTUM GROUPS 29

exactly this identity. Suppose now that (5.4) holds whenever w has length p, and
let w′ = wsjp+1 ∈ Wg be an element of length p+ 1. Then

T(w′)−1(Ai(u)) = Tjp+1
(Tw(Ai(u)))

= Ai(u)ξi(u)
δjp+1

,i
∏

1≤r≤p
jr=i

Tjp+1

(
Tw−1

r
(ξi(u))

)
.

Since Tjp+1
◦Tw−1

r
= Tsjp+1

w−1
r

= T(w′
r)

−1 , the right-hand side of the above can be

rewritten as

Ai(u)ξi(u)
δjp+1

,i
∏

1≤r≤p
jr=i

T(w′
r)

−1(ξi(u)) = Ai(u)
∏

1≤r≤p+1
jr=i

T(w′
r)

−1(ξi(u)),

which gives the desired result. □

5.4. Cyclicity criteria for tensor products. One important property of the
discrete invariants σi(V ) is that they encode information about when the tensor
product of two irreducible Yℏ(g)-modules is cyclic (i.e., highest weight) or irre-
ducible. Namely, by Theorem 7.2 of [GW20], L(P)⊗ L(Q) is cyclic provided

Z(Qi(u+ ℏdi)) ⊂ C \ σi(L(P)) ∀ i ∈ I

and, by Corollary 7.3 of [GW20], it is irreducible provided this condition holds in
addition to Z(Pi(u+ ℏdi)) ⊂ C \ σi(L(Q)) for all i ∈ I.

As noted in Section 1.3, another set of sufficient conditions for the cyclicity of
any such tensor product was obtained earlier in [Tan15, Thm. 4.8], and is given in
terms of the action of Bg on (C(u)×)I, following [Cha02] closely. More precisely,
let

w0 = sj1sj2 · · · sjp
be any reduced expression for the longest element w0 ∈ Wg and, as in the previous
section, set wr = sjr+1

· · · sjp for each 0 < r ≤ p. Then by [Tan15, Thm. 4.8] and
Remark 4.5, L(P)⊗ L(Q) is cyclic provided

Z(Qjr (u+ ℏdjr )) ⊂ C \ Z(τwr
(P)jr ) ∀ 0 < r ≤ p.

It was conjectured in [GW20, §7.5] that the two sets of conditions highlighted
above are identical. In this section, we apply Theorem 5.2 to prove this.

The key result is the following corollary, which is an immediate consequence of
Theorem 4.4 of [GW20] (see (5.2)) and Theorem 5.2.

Corollary 5.3. Let P = (Pj(u))j∈I be any tuple of Drinfeld polynomials. Then,
for each i ∈ I, the i-th set of poles of V = L(P) is given by

σi(V ) =
⋃

r:jr=i

Z(τwr (P)i),

where the union is taken over all 0 < r ≤ p for which jr = i.

By combining Corollary 5.3 with Theorem 7.2 of [GW20] and Theorem 4.8 of
[Tan15], we obtain the following corollary, which in particular establishes that the
cyclicity criteria obtained in [GW20] and [Tan15] are identical.
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Corollary 5.4. Let P = (Pj(u))j∈I and Q = (Qj(u))j∈I be any two tuples of
Drinfeld polynomials. Then the following two conditions are equivalent:

(1) Z(Qi(u+ ℏdi)) ⊂ C \ σi(L(P)) for all i ∈ I.

(2) For each 0 < r ≤ p, the polynomials τwr
(P)jr and Qjr (u + ℏdjr ) have no

common roots:

Z(Qjr (u+ ℏdjr )) ⊂ C \ Z(τwr
(P)jr ).

Moreover, if either of these two conditions hold, then the Yℏ(g)-module L(P)⊗L(Q)
is cyclic.

6. Quantum loop algebras

Our goal in this section is to switch from Yangians to the parallel situation of
quantum loop algebras Uq(Lg). By Lusztig’s general construction of braid group
actions, there is an action of Bg on Uq(Lg). We define a modification of this

action on the subalgebra U0
q (Lg), whose dual action on weights recovers an action

of the braid group previously studied by Chari [Cha02]. Finally, we compare these
results to the case of Yangians via the homomorphism constructed by Gautam and
Toledano Laredo in [GTL13].

6.1. Quantum loop algebras. Consider the field C(q). For each i ∈ I we denote
qi = qdi , and use the following conventions for q-numbers (cf. (2.4)):

[n]q =
qn − q−n

q − q−1
, [n]q! = [n]q[n− 1]q · · · [1]q,

[
n
k

]
q

=
[n]q

[k]q[n− k]q
.

Denote by Uq(g) the (simply-connected) Drinfeld–Jimbo quantum group corre-

sponding to g: the C(q)-algebra with generators Ei,K
±1
i , Fi for i ∈ I, with relations

as in [Lus10] or [Jan96, §4.3].

Definition 6.1. The quantum loop algebra Uq(Lg) is the unital associative

algebra over C(q) with generators K±1
i , Hi,r and X±

i,s for i ∈ I, r ∈ Z \ {0} and
s ∈ Z, satisfying relations:

KiK
−1
i = K−1

i Ki = 1, KiKj = KjKi,

[Ki, Hj,r] = [Hi,r, Hj,s] = 0,

KiX
±
j,rK

−1
i = q±(αi,αj)X±

j,r,

[Hi,r, X
±
j,s] = ± [aij ]qi

r
X±

j,r+s,

[X+
i,r, X

−
j,s] = δi,j

φ+
i,r+s − φ−

i,r+s

qi − q−1
i

,

∑
π∈Sm

m∑
k=0

(−1)k
[
m
k

]
qi

X±
i,rπ(1)

· · ·X±
i,rπ(k)

X±
j,sX

±
i,rπ(k+1)

· · ·Xi,rπ(m)
= 0,
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where in the final relation m = 1 − aij and Sm denotes the symmetric group of
degree m. The elements φ±

i,r for i ∈ I and r ∈ Z are defined by

φ±
i (z) =

∑
r≥0

φ±
i,±rz

∓r = K±1
i exp

(
± (qi − q−1

i )
∑
s>0

Hi,±sz
∓s

)
,

and φ+
i,−r = φ−

i,r = 0 for r ≥ 1.

The algebra Uq(Lg) has a Poincaré–Birkhoff–Witt theorem due to Beck [Bec94b],
and in particular admits a triangular decomposition

Uq(Lg) = U−
q (Lg)⊗C(q) U

0
q (Lg)⊗C(q) U

+
q (Lg),

where U0
q (Lg) is the C(q)-subalgebra generated by the elements K±1

i and H±
i,r, and

U±
q (Lg) are the C(q)-subalgebras generated by the elements X±

i,r.

We may identify the Drinfeld–Jimbo quantum group Uq(g) as the C(q)-subalgebra
(6.1) Uq(g) ⊂ Uq(Lg)

generated by the elements Ei = X+
i,0,K

±1
i , Fi = X−

i,0 for i ∈ I.

Remark 6.2. The presentation of Uq(Lg) given in Definition 6.1 is due to Drinfeld
[Dri88], and was proven by Beck [Bec94a]. More precisely, consider the Drinfeld–
Jimbo quantum group Uq(ĝ) associated to the untwisted affine Kac–Moody algebra

ĝ, generated over C(q) by Ei,K
±1
i , Fi for i ∈ Î = I ∪ {0} as well as C±1/2, D±1,

satisfying the relations from [Bec94a, §1.3]. Take the C(q)-subalgebra Uq(g̃) ⊂
Uq(ĝ) generated by Ei,K

±1
i , Fi for i ∈ Î and the (central) elements C±1/2. Then

[Bec94a, Thm. 4.7] provides an explicit isomorphism

Uq(Lg)
∼= Uq(g̃)/⟨C±1/2 − 1⟩.

In particular, Uq(Lg) also has Drinfeld–Jimbo generators Ei,K
±1
i , Fi for i ∈ Î, and

this description is compatible with the embedding (6.1) in the obvious way.

Finally, we note that the algebra Uq(Lg) admits a Hopf structure, as a subquo-

tient of the Drinfeld–Jimbo quantum group Uq(ĝ). But as in the Yangian case, we
will more interested in its deformed Drinfeld coproduct ∆D

ζ defined by Hernandez

[Her05,Her07]. Following the conventions of [GTL17, §4.1], this coproduct restricts
to a homomorphism

∆D
ζ : U0

q (Lg) −→ U0
q (Lg)

⊗2[ζ, ζ−1], φ±
i (z) 7→ φ±

i (ζ
−1z)⊗ φ±

i (z).

Evaluating at ζ = 1, we obtain a homomorphism

(6.2) ∆1 : U0
q (Lg) −→ U0

q (Lg)⊗C(q) U
0
q (Lg).

This defines a Drinfeld Hopf algebra structure on U0
q (Lg), provided we equip it with

the counit ε1 and antipode S1 uniquely determined by

ε1
(
φ±
i (z)

)
= 1 and S1

(
φ±
i (z)

)
= φ±

i (z)
−1 ∀ i ∈ I.

This is the analogue of the Drinfeld Hopf structure on Y 0
ℏ (g) from (2.9).
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6.1.1. Representation theory. We will consider representations V of Uq(Lg) over
C(q) which are type 1, in the sense that V =

⊕
µ∈Λ Vµ where for µ =

∑
i µiϖi ∈ Λ

an integral weight we define

Vµ = {v ∈ V : Kiv = qµiv ∀ i ∈ I} .
We say that V is a highest weight module if it is generated by a vector v with all
X+

i,rv = 0, and such that

φ±
i,rv = Φ±

i,rv

for some elements Φ±
i,r ∈ C(q). Note that necessarily we must have Φ+

i,0Φ
−
i,0 = 1.

For any such elements we define series

Φ±
i (z) =

∑
r≥0

Φ±
i,±rz

∓r ∈ C(q)[[z∓1]]

and encode these as the tuple Φ = (Φ±
i (z))i∈I. There is a unique irreducible highest

weight module with this highest weight Φ.

Theorem 6.3 ([CP95, Theorem 3.3]). Let V be the irreducible highest weight rep-
resentation corresponding to Φ. Then V is finite-dimensional over C(q) if and only
if there exist monic polynomials Pi(u) ∈ C(q)[u] with constant term 1 such that

Φ+
i (z) = q

deg(Pi)
i

Pi(q
−2
i z)

Pi(z)
= Φ−

i (z),

in the sense that the left- and right-hand sides are the Laurent expansion of the
middle rational function at z = ∞ and z = 0, respectively.

In particular, in the above theorem the action of K±1
i = φ±

i,0 on the highest

weight vector v ∈ V is given by Φ±
i,0 = q± deg(Pi), i.e. the highest weight is λ =∑

i deg(Pi)ϖi ∈ Λ.

6.2. Braid group actions. The general results of Lusztig [Lus10] provide actions
of braid groups on quantum groups and on their integrable representations. Two
cases will be most relevant to us:

(1) The affine braid group Bĝ acts on the quantum affine algebra Uq(ĝ), via

the operators T ′′
i,1 for i ∈ Î from [Lus10, §37]. Their action on the Drinfeld–

Jimbo generators of Uq(ĝ) (cf. Remark 6.2) can be written explicitly, see
[Bec94a, §1.3].

Consider the subgroup Bg ⊂ Bĝ. Using the explicit formulas for the
action of Bĝ on Uq(ĝ), it is easy to see that the action of Bg preserves
the subalgebra Uq(g̃) ⊂ Uq(ĝ) and passes to the quotient Uq(Lg). We will
denote the action of its generators on Uq(Lg) by τi for i ∈ I, following our
notation from §3.2. For any i, j ∈ I, these operators satisfy

τi(Kj) = KjK
−aij

i .

(2) Consider a representation V of Uq(Lg) as in the previous section, which
is finite-dimensional over C(q). Then V is an integrable representation of
Uq(g) ⊂ Uq(Lg), so the operators T ′′

i,1 for i ∈ I from [Lus10, §5] define an

action of Bg on V . We will denote the action of the generators by τVi for
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i ∈ I, following our notation from §3.1. On weight spaces, these operators
satisfy

τVi (Vµ) = Vsiµ.

Moreover, the identities proven in [Lus10, §37.2] show that

(6.3) τVi (a · v) = τi(a) · τVi (v)
for all a ∈ Uq(Lg) and v ∈ V , analogous to Proposition 3.1(e).

Similarly to the Yangian case considered in Section 3.2, consider the subsets
N±

q =
{
X±

i,r : i ∈ I, r ∈ Z
}
, and the projection

Π : Uq(Lg) = U0
q (Lg)⊕ (N−

q Uq(Lg) + Uq(Lg)N
+
q ) −→ U0

q (Lg).

Mimicking Definition 3.4, we make the following definition:

Definition 6.4. The modified braid group operators on Uq(Lg) are the maps

Ti : U
0
q (Lg) −→ U0

q (Lg) for i ∈ I

defined by the composition Ti = Π ◦ τi
∣∣
U0

q (Lg)
.

Each Ti is a C(q)-linear endomorphism of U0
q (Lg), and by the same arguments

as used in Lemma 3.5 and Corollary 3.7, one can see that they are algebra homo-
morphisms which satisfy the braid relations of Bg. In fact, they are also invertible,
as follows from the next theorem.

To state this theorem precisely, let U0
q (Lg) denote the C[q, q−1]-subalgebra of

Uq(Lg) generated by the elements K±1
i and [r]−1

qi Hi,r, for each i ∈ I and r ̸= 0. The
following result establishes several key properties of the operators Ti, and provides
the main result of this section.

Theorem 6.5. The operators {Ti}i∈I define an action of Bg on U0
q (Lg) by C(q)-

Hopf algebra automorphisms. Moreover, we have:

(a) The action of Tj on U0
q (Lg) is uniquely determined by the formula:

Tj(φ
±
i (z)) = φ±

i (z)

|aji|−1∏
ℓ=0

φ±
j (zq

−dj(|aji|−2ℓ))(−1)δij ∀ i ∈ I.

In particular, we have Tj(Ki) = KiK
−aji

j .

(b) The dual action of Bg on HomAlg(U
0
q (Lg),C(q)) generalizes an action pre-

viously studied by Chari [Cha02].

(c) The homomorphism constructed by Gautam–Toledano Laredo in [GTL13,
Thm. 1.4] restricts to an embedding

Φ : U0
q (Lg) ↪→ Y 0

ℏ (g)[[v]]

which intertwines the modified braid group actions from Definitions 6.4 and
3.4, respectively.

We will prove this result in several steps, which occupy the remainder of this
paper. More precisely, in Section 6.3 we will show that under the Gautam–Toledano
Laredo map, the Bg action of Y 0

ℏ (g) from Definition 3.4 induces an action of Bg on
U0
q (Lg), by operators we denote TΦ

i . By its very definition, this action satisfies the



34 N. FRIESEN, A. WEEKES, AND C. WENDLANDT

analogue of Theorem 6.5(c); see Corollary 6.8. We will then show explicitly that
this braid group action dualizes Chari’s action on weights, and thus satisfies Part
(b) of Theorem 6.5; see Remark 6.9 and Proposition 6.12. Finally, in Section 6.5
we will compare these operators and show that Ti = TΦ

i , which will complete the
proof of the above theorem.

Remark 6.6. In [FT19, §6], Finkelberg and Tsymbaliuk introduced Uq(Lg) ver-
sions of the GKLO generators from Section 2.3. It seems plausible that one could
prove Part (a) of the above theorem by a similar calculation to Proposition 3.8,
though we will not study this question here.

6.3. From Yangians to quantum loop algebras. In this section, we let v be a
formal variable and define Yv(g) to be the Rees algebra of Yℏ(g) over C[v]. That
is, it is the graded C[v]-algebra

Yv(g) =
⊕
n≥0

vnFnYℏ(g) ⊂ Yℏ(g)[v],

where deg(v) = 1. Similarly, we let Y0
v(g) denote the Rees algebra of Y 0

ℏ (g) — this
is precisely the subalgebra of Yv(g) generated by {vrξi,r}i∈I,r≥0.

Note that, for each j ∈ I, the operator Tj extends naturally to a C[v]-algebra
automorphism of Y 0

ℏ (g)[v] which preserves each component Y0
v(g)n = vnFnYℏ(g)

of Y0
v(g) as Tj is a filtered map of degree zero. These operators define an action of

Bg on Y0
v(g) by graded algebra automorphisms, and thus an action of Bg on the

formal completion

Ŷ0
v(g) =

∏
n≥0

Y0
v(g)n ⊂ Y 0

ℏ (g)[[v]]

by C[[v]]-algebra automorphisms. In what follows, we shall also view Ŷ0
v(g) as a

C[q, q−1]-algebra via the embedding C[q, q−1] ↪→ C[[v]] given by q 7→ e
v
2 .

Recall from above the statement of Theorem 6.5 that U0
q (Lg) is the C[q, q−1]-

subalgebra of Uq(Lg) generated by K±1
i for each i ∈ I, together with the elements

hi,r :=
Hi,r

[r]qi

for all i ∈ I and nonzero r ∈ Z. By Theorem 1.4 of [GTL13], there is an embedding
of C[q, q−1]-algebras

Φ : U0
q (Lg) ↪→ Ŷ0

v(g)

uniquely determined by the formulas

(6.4) Φ(Ki) = exp
(
(v/2)ξi,0

)
and Φ(hi,r) =

v

qri − q−r
i

Bi

(
rv/ℏ

)
for all i ∈ I and nonzero r ∈ Z, where we recall that Bi(u) is the Borel transform of
ti(u); see below (2.8). More precisely, Φ is obtained by restricting the embedding

Uv(Lg) ↪→ Ŷv(g) constructed in [GTL13, Thm. 1.4] to U0
q (Lg) ⊂ Uv(Lg), where

Uv(Lg) is the v-adic analogue of Uq(Lg); see [GTL13, §2.3].

The homomorphism Φ is easily seen to intertwine Drinfeld Hopf algebra struc-
tures on both sides. Indeed, on the one hand, the subalgebra U0

q (Lg) ⊂ U0
q (Lg)

inherits a Hopf algebra structure over C[q, q−1] by restricting the Drinfeld Hopf
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structure (6.2) from U0
q (Lg). On the other hand, Ŷ0

v(g) is naturally a topological
Hopf algebra over C[v] under the Drinfeld Hopf algebra structure determined by
(2.9). These two structures are intertwined by Φ since this is true on all generators
in equation (6.4): Ki is grouplike and ξi,0 is primitive, while the elements hi,r and
ti,s are all primitive. (Similarly, the counits and antipodes are intertwined.)

Proposition 6.7. Let j ∈ I. Then there is a unique C[q, q−1]-Hopf algebra auto-
morphism TΦ

j of U0
q (Lg) satisfying Φ ◦ TΦ

j = Tj ◦ Φ. It is given explicitly by the
formulas

TΦ
j (Ki) = Ksj(αi) = KiK

−aji

j and TΦ
j (hi,r) = hi,r − qrj

[raij ]qi
[r]qi

hj,r

for all i ∈ I and nonzero r ∈ Z.

Proof. Let j ∈ I. Since Φ is injective, to establish the existence of a (necessarily
unique) C[q, q−1]-Hopf algebra automorphism TΦ

j of U0
q (Lg) satisfying Φ ◦ TΦ

j =
Tj ◦ Φ, it is sufficient to show that, for each i ∈ I and r ∈ Z \ {0}, one has

(6.5) Tj(Φ(Ki)) = Φ(KiK
−aji

j ) and Tj(Φ(hi,r)) = Φ

(
hi,r − qrj

[raij ]qi
[r]qi

hj,r

)
.

Note that a proof of these relations will simultaneously prove the second assertion
of the proposition. The first relation of (6.5) follows from the fact that, for each
i ∈ I, we have

Tj(Φ(Ki)) = exp
(v
2
si(ξi,0)

)
= exp

(v
2
(ξi,0 − ajiξj,0)

)
= Φ(KiK

−aji

j ).

Hence, we are left to verify the second relation of (6.5). To this end, recall from
Corollary 3.9 that Tj(ti,k) is uniquely determined by the formula

Tj(ti(u)) = ti(u)− q−dj [aji]qdj (tj(u)),

where q = e
ℏ
2 ∂u , viewed as an operator on Y 0

ℏ (g)[[u
−1]]. From this and the formula

(3.5), we deduce that Tj(ti,k) is given explicitly by

Tj(ti,k) = ti,k + (−1)δij
|aji|−1∑
ℓ=0

k∑
b=0

(
k

b

)
tj,b(aji;ℓ)

k−b,

where we have set aji;ℓ :=
ℏdj

2 (|aji|− 2ℓ). Using the definition of Φ, we then obtain

(Tj − id)Φ(hi,r) =
v(−1)δij

qri − q−r
i

∑
k≥0

(rv/ℏ)k

k!

|aji|−1∑
ℓ=0

k∑
b=0

(
k

b

)
tj,b(aji;ℓ)

k−b

=
v(−1)δij

qri − q−r
i

∑
b≥0

tj,b
(rv/ℏ)b

b!

|aji|−1∑
ℓ=0

∑
k≥b

((rv/ℏ)aji;ℓ)k−b

(k − b)!

=

(−1)δij
qrj − q−r

j

qri − q−r
i

|aji|−1∑
b=0

qdjr(|aji|−2ℓ)

 · Φ(hj,r)
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where in the last equality we have used the definition of aji;ℓ and q = e
v
2 . Next,

observe that since
∑|aji|−1

b=0 qrdj(|aji|−2ℓ) = qrj [|aji|]qrj , we have

(−1)δij
qrj − q−r

j

qri − q−r
i

|aji|−1∑
b=0

qdjr(|aji|−2ℓ) = −
qrj − q−r

j

qri − q−r
i

qrj [aji]qrj = −qrj
[raij ]qi
[r]qi

.

Combining this with the above expression for (Tj − id)Φ(hi,r) yields the second
relation of (6.5) and thus completes the proof of the proposition. □

Corollary 6.8. For each j ∈ I, the operator TΦ
j uniquely extends to a C(q)-Hopf

algebra automorphism of U0
q (Lg) satisfying

TΦ
j (φ

±
i (z)) = φ±

i (z)

|aji|−1∏
ℓ=0

φ±
j (zq

−dj(|aji|−2ℓ))(−1)δij ∀ i ∈ I.

Moreover, the assignment τj 7→ TΦ
j defines an action of Bg on U0

q (Lg).

Proof. That the TΦ
j uniquely extend to C(q)-Hopf algebra automorphisms of U0

q (Lg)
satisfying the defining braid relations of Bg follows from the tensor decomposition
U0
q (Lg)

∼= U0
q (Lg) ⊗C[q,q−1] C(q), Proposition 6.7, and that the operators {Tj}j∈I

define an action of Bg on Ŷ0
v(g). Hence, we are left to check that TΦ

j (φ
±
i (z)) is

given as claimed in the statement of the corollary. To this end, observe that by
Proposition 6.7, we have

TΦ
j (Hi,r) = Hi,r − qrj

[raij ]qi
[r]qj

Hj,r = Hi,r −
qj − q−1

j

qi − q−1
i

qrj [aji]qrjHj,r.

It follows that

TΦ
j (φ

±
i (z)) = TΦ

j (Ki)
±1 exp

(
±(qi − q−1

i )
∑
r>0

TΦ
j (Hi,±r)z

∓r

)

= φ±
i (z)K

∓aji

j exp

(
∓(qj − q−1

j )
∑
r>0

q±r
j [aji]q±r

j
Hj,±rz

∓r

)
.

Substituting the equality −q±r
j [aji]q±r

j
= (−1)δij

∑|aji|−1
ℓ=0 q±rdj(|aji|−2ℓ) into this

formula outputs the claimed expression for TΦ
j (φ

±
i (z)). □

Remark 6.9. Following [Cha02], define hi(u) =
∑

r>0 hi,ru
r for each i ∈ I. Then

the formulas of Proposition 6.7 yield

TΦ
j (hi(u)) = hi(u) + (−1)δij

|aij |−1∑
b=0

hj(q
(|aij |−1−2b)
i qju) ∀ i, j ∈ I.

Equivalently, one has TΦ
j (hi(u)) = hi(u) if aij = 0, TΦ

j (hj(u)) = −hj(q
2
ju), while

TΦ
j (hi(u)) =


hi(u) + hj(qju) if aij = −1,

hi(u) + hj(q
3u) + hj(qu) if aij = −2,

hi(u) + hj(q
5u) + hj(q

3u) + hj(qu) if aij = −3.
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We note that these are exactly the formulas from [Cha02, (3.4)], up to a missing
subscript j in [Cha02] in the case where aij = −1. More precisely, the action of Bg

constructed therein is realized on the space

An := HomAlg(U
0
q (Lg)

+,C(q)) ∼=
{
(µi(u))i∈I ∈ C(q)[[u]] : µi(0) = 0 ∀ i ∈ I

}
,

where U0
q (Lg)

+ is the subalgebra of U0
q (Lg) generated by {hi,r}i∈I,r>0. The relation

between the two actions will be discussed in more detail in the next section below.

Remark 6.10. Similarly to Section 3.4, the action of Bg on U0
q (Lg) from Corollary

6.8 gives rise to an action of the Hecke algebra Hz(g). To see this, define a C(q)-
algebra automorphism z of U0

q (Lg) by z(Ki) = Ki and z(hi,r) = q−r
i hi,r. Next,

similarly to Proposition 3.11, define operators Ti = zdi ◦ TΦ
i on U0

q (Lg), for each
i ∈ I. Explicitly, using the formulas from Proposition 6.7 and Corollary 6.8, these
algebra automorphisms are determined by:

Tj(hi,r) = q−r
j hi,r − [aij ]qri hj,r.

For any non-zero integer r ∈ Z, consider the finite-dimensional C(q)-vector space
Ur = spanC(q){hi,r : i ∈ I} = spanC(q){Hi,r : i ∈ I}.

Then the operators {Ti}i∈I define an action of Hz(g) on Ur, where z acts by z. This
can be proven by explicit calculations similar to the proof of Proposition 3.11.

6.4. Dual action on weights. By Corollary 6.8, there is an action of Bg on
U0
q (Lg) defined by the operators {TΦ

i }i∈I. For σ ∈ Bg, let us denote the corre-

sponding operator on U0
q (Lg) by σΦ. Analogously to Ssection 4.1, we dualize to

obtain an action of Bg on HomAlg(U
0
q (Lg),C(q)), via the rule

(6.6) σ(γ)(y) = γ
(
ϑ(σ)Φ · y

)
for any σ ∈ Bg, y ∈ U0

q (Lg), and γ ∈ HomAlg(U
0
q (Lg),C(q)). In other words, this

action is determined by the requirement that τi ∈ Bg acts by the transpose/adjoint
of TΦ

i , so that τi(γ) = (TΦ
i )

∗(γ) = γ ◦ TΦ
i .

Each homomorphism γ ∈ HomAlg(U
0
q (Lg),C(q)) may be encoded by a tuple

Φ = (Φ±
i (z))i∈I, where Φ±

i (z) = γ(φ±
i (z)). This correspondence allows us to

identify HomAlg(U
0
q (Lg),C(q)) with the following space of tuples of formal series:(Φ±

i (z)
)
i∈I

∈ C(q)[[z∓1]]I : ∀i ∈ I, Φ+
i,0Φ

−
i,0 = 1 where Φ±

i (z) =
∑
r≥0

Φ±
i,±rz

∓r

 .

The Drinfeld Hopf algebra structure (6.2) on U0
q (Lg) induces a group structure

on this set, which is a subgroup of the group
(
C(q)[[z−1]]× × C(q)[[z]]×

)I
under

componentwise multiplication.

With this identification in mind, we have the following analogue of Corollary 4.1,
which follows by an analogous proof:

Corollary 6.11. The formula (6.6) defines an action of the braid group Bg on
HomAlg(U

0
q (Lg),C(q)) by group automorphisms. Moreover, for any element Φ =
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(Φ±
i (z))i∈I ∈ HomAlg(U

0
q (Lg),C(q)), the components τj(Φ)

±
i of τj(Φ) are given by

τj(Φ)
±
i = Φ±

i (z)

|aji|−1∏
ℓ=0

Φ±
j (zq

−dj(|aji|−2ℓ))(−1)δij .

By restricting to the subalgebra U0
q (Lg)

+ ⊂ U0
q (Lg) from Remark 6.9, we also

obtain an induced action of Bg on

An = HomAlg(U
0
q (Lg)

+,C(q)) ∼=
{
(µi(u))i∈I ∈ C(q)[[u]] : µi(0) = 0 ∀ i ∈ I

}
.

More explicitly, for any γ ∈ HomAlg(U
0
q (Lg),C(q)) we consider the images

µi(u) := γ(hi(u)) ∈ C(q)[[u]]
of the series hi(u) =

∑
r>0 hi,ru

r, and encode these as a tuple µ = (µi(u))i∈I ∈
An. Recall that the action of Bg on the generating series hi(u) for U0

q (Lg)
+ was

described in Remark 6.9. We immediately deduce expressions for the components
τj(µ)i of the image τj(µ) ∈ An under any generator τj ∈ Bg: we have τj(µ)i =

µi(u) if aij = 0, τj(µ)j = −µj(q
2
ju), and finally

τj(µ)i =


µi(u) + µj(qju) if aij = −1,

µi(u) + µj(q
3u) + µj(qu) if aij = −2,

µi(u) + µj(q
5u) + µj(q

3u) + µj(qu) if aij = −3.

This exactly recovers Chari’s braid group action on An from [Cha02, (3.4)], up to
a missing subscript j in [Cha02] in the case aij = −1.

This discussion puts us in place to apply Chari’s result [Cha02, Prop. 4.1] on
the weights of extremal vectors in representations of Uq(Lg), which provides the
quantum loop analogue of Proposition 4.7. We summarize this as follows:

Proposition 6.12. The action of Bg on An = HomAlg(U
0
q (Lg)

+,C(q)) agrees
with Chari’s action [Cha02, (3.4)]. Consequently, for any finite-dimensional irre-
ducible representation V of Uq(Lg) with highest weight space Vλ, the following two
assertions hold:

(a) Suppose that the action of hi(u) on the highest weight space Vλ is encoded
by the tuple µ = (µi(u))i∈I ∈ An. Then for any w ∈ Wg, we have

hi(u)|Vw(λ)
= τw(µ)i · IdVw(λ)

,

where τw(µ) ∈ An is the image of µ under τw ∈ Bg.

(b) Suppose that the action of the series φ±
i (z) on the highest weight space is

encoded by the tuple Φ = (Φ±
i (z))i∈I ∈ HomAlg(U

0
q (Lg),C(q)). Then, for

each w ∈ Wg, we have

φ±
i (z)|Vw(λ)

= τw(Φ)i · IdVw(λ)
,

where τi(Φ) ∈ HomAlg(U
0
q (Lg),C(q)) is the image of Φ under τw ∈ Bg.

Proof. We have already seen above that the action of Bg on An agrees with Chari’s.
Therefore, Part (a) of the proposition follows immediately from [Cha02, §4.1]. For
Part (b), we first observe that Chari’s proof applies equally well to the elements

hi,r for r < 0. By taking exponentials and using the fact that τj(Ki) = KiK
−aji

j ,

we deduce that Part (b) holds. □
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6.5. Completing the proof of Theorem 6.5. Recall that in Definition 6.4 we
introduced modified braid group operators Ti on U0

q (Lg), defined via Lusztig’s
braid group operators τi on Uq(Lg). Recall also that Bg acts on any irreducible

finite-dimensional representation V of Uq(Lg), via operators τVi .

Lemma 6.13. Let V be as above. Then for any i ∈ I and any a ∈ U0
q (Lg), the

eigenvalue of a acting on Vsi(λ) is the same as the eigenvalue of Ti(a) on Vλ.

Proof. This follows from the same argument as Proposition 4.7:

Choose a highest weight vector v ∈ Vλ. Then the vector τVi (v) ∈ Vsi(λ), while

v′ := (τVi )2(v) ∈ Vs2i (λ)
= Vλ is a highest weight vector. By the compatibility

condition (6.3), we have:

τVi
(
a · τVi (v)) = τi(a) · (τVi )2(v) = τi(a) · v′ = Ti(a) · v′.

The left-hand side reflects the eigenvalue of a on Vsi(λ), and the right-hand side the
eigenvalue of Ti(a) on Vλ, proving the claim. □

On the other hand, in the previous two sections we used the Gautam–Toledano
Laredo homomorphism to obtain an action of Bg on U0

q (Lg) by operators TΦ
i

(Proposition 6.7 and Corollary 6.8), and dualized this to an action of Bg on
HomAlg(U

0
q (Lg),C(q)). We have seen that this dual action extends an action of

Bg on An = HomAlg(U
0
q (Lg)

+,C(q)) studied by Chari, and thereby allows us to

express the action of U0
q (Lg) on extremal weight spaces Vw(λ) (Proposition 6.12).

In particular, this shows that the operators TΦ
i satisfy the same property from

the previous lemma: for any finite-dimensional irreducible representation V with
highest weight space Vλ, and for any a ∈ U0

q (Lg), the eigenvalue of a acting on

Vsi(λ) is equal to the eigenvalue of TΦ
i (a) on Vλ. Indeed, this is an immediate

consequence of Proposition 6.12 and the definition of (Chari’s) dual action on
HomAlg(U

0
q (Lg),C(q)).

Proof of Theorem 6.5. We claim that, for each i ∈ I, the operators Ti and TΦ
i on

U0
q (Lg) coincide:

(6.7) Ti = TΦ
i ∀ i ∈ I.

Assuming this claim for the moment, we can complete the proof of Theorem 6.5.
First of all, the operators TΦ

i define an action of Bg on U0
q (Lg) by Corollary 6.8,

and therefore the operators Ti do as well. (In particular, the operators Ti are
invertible.) Part (a) of the theorem follows from Corollary 6.8, Part (b) follows
from Proposition 6.12, and Part (c) is precisely Proposition 6.7 and Corollary 6.8.

Finally, to prove the claim (6.7), we assume towards a contradiction that there
exists an element a ∈ U0

q (Lg) such that Ti(a) ̸= TΦ
i (a). Then by Lemma 6.14

below, there exists a representation V such that the difference Ti(a) − TΦ
i (a) acts

non-trivially on its highest weight space Vλ. But by Lemma 6.13 and the discussion
afterwards, the action of Ti(a)−TΦ

i (a) on Vλ is given by the same scalar as a−a = 0
acting on Vsi(λ), a contradiction. It follows that Ti = TΦ

i on U0
q (Lg), completing

the proof. □
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Lemma 6.14. For any non-zero element a ∈ U0
q (Lg), there exists an irreducible

finite-dimensional representation V of Uq(Lg) such that a acts non-trivially on its
highest weight space Vλ.

Proof. Let V be an irreducible finite-dimensional representation of Uq(Lg), with
Drinfeld polynomials Pi(z), cf. Theorem 6.3. For any i ∈ I and nonzero r ∈ Z, the
action of the element Hi,r ∈ Uq(Lg) on the highest weight space Vλ is given (up to
rescaling by a constant independent of V ) by the power sum symmetric function
pr =

∑
k a

r
i,k in the roots {ai,1, . . . , ai,di} of Pi(z), see [Cha02, Thm. 2.4]. Therefore,

the lemma is a consequence of the following result about rings of symmetric Laurent
polynomials. □

Lemma 6.15. Let k be a field of characteristic 0, and consider the ring A =
k[x±1

1 , . . . , x±1
n ]Sn of symmetric Laurent polynomials in n variables. For each inte-

ger r ≥ 1, consider its elements:

p+r = xr
1 + . . .+ xr

n, p−r = x−r
1 + . . .+ x−r

n

If n ≥ r + s, then the following elements are algebraically independent:

p+1 , . . . , p
+
r , p

−
1 , . . . , p

−
s

Proof. Consider the subrings A+ = k[p+1 , . . . , p
+
r ] and A− = k[p−1 , . . . , p

−
s ]. By

standard results about symmetric polynomials, these are both polynomial rings
with alternative generators

A+ = k[e+1 , . . . , e
+
r ], A− = k[e−1 , . . . , e

−
s ],

where e+ℓ (resp. e−ℓ ) denotes the ℓ-th elementary symmetric polynomial in the vari-

ables x1, . . . , xn (resp. the variables x−1
1 , . . . , x−1

n ).

Now, note that e−ℓ = e+n−ℓ/e
+
n . Thus A

− is generated by e+n−1/e
+
n , . . . , e

+
n−s/e

+
n .

So long as r + s ≤ n, it is easily seen that the elements

e+1 , . . . , e
+
r , e

+
n−s/e

+
n , . . . , e

+
n−1/e

+
n

are algebraically independent in A, so the claim follows. □
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