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#### Abstract

It is a classical result in representation theory that the braid group $\mathscr{B}_{\mathfrak{g}}$ of a simple Lie algebra $\mathfrak{g}$ acts on any integrable representation of $\mathfrak{g}$ via triple products of exponentials in its Chevalley generators. In this article, we show that a modification of this construction induces an action of $\mathscr{B}_{\mathfrak{g}}$ on the commutative subalgebra $Y_{\hbar}^{0}(\mathfrak{g}) \subset Y_{\hbar}(\mathfrak{g})$ of the Yangian by Hopf algebra automorphisms, which gives rise to a representation of the Hecke algebra of type $\mathfrak{g}$ on a flat deformation of the Cartan subalgebra $\mathfrak{h}[t] \subset \mathfrak{g}[t]$. By dualizing, we recover a representation of $\mathscr{B}_{\mathfrak{g}}$ constructed in the works of Y. Tan and V. Chari, which was used to obtain sufficient conditions for the cyclicity of any tensor product of irreducible representations of $Y_{\hbar}(\mathfrak{g})$ and the quantum loop algebra $U_{q}(L \mathfrak{g})$. We apply this dual action to prove that the cyclicity conditions from the work of Tan are identical to those obtained in the recent work of the third author and S. Gautam. Finally, we study the $U_{q}(L \mathfrak{g})$-counterpart of the braid group action on $Y_{\hbar}^{0}(\mathfrak{g})$, which arises from Lusztig's braid group operators and recovers the aforementioned $\mathscr{B}_{\mathfrak{g}}$-action defined by Chari.
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## 1. Introduction

1.1. Background. Every simple Lie algebra $\mathfrak{g}$ over $\mathbb{C}$ has an associated braid group $\mathscr{B}_{\mathfrak{g}}$, which in the case of $\mathfrak{g}=\mathfrak{s l}_{n}$ recovers Artin's braid group $B_{n}$ on $n$ strands. The group $\mathscr{B}_{\mathfrak{g}}$ surjects onto the Weyl group $\mathscr{W}_{\mathfrak{g}}$, and both groups play leading roles throughout representation theory and related fields. As an elementary but important example, it is well-known that $\mathscr{B}_{\mathfrak{g}}$ acts on any integrable representation $(V, \phi)$ of $\mathfrak{g}$, with the generators $\left\{\tau_{i}\right\}_{i \in \mathbf{I}}$ of $\mathscr{B}_{\mathfrak{g}}$ acting via triple products of exponentials:

$$
\begin{equation*}
\tau_{i} \mapsto \exp \left(\phi\left(e_{i}\right)\right) \exp \left(\phi\left(-f_{i}\right)\right) \exp \left(\phi\left(e_{i}\right)\right) \in \operatorname{Aut}(V) \tag{1.1}
\end{equation*}
$$

[^0]Here $e_{i}, f_{i}$ are Chevalley generators for $\mathfrak{g}$, and $i \in \mathbf{I}$ runs over the nodes of its Dynkin diagram. One standard application of this $\mathscr{B}_{\mathfrak{g}}$-action is to provide isomorphisms of weight spaces $V_{\mu} \cong V_{w(\mu)}$ for elements $w \in \mathscr{W}_{\mathfrak{g}}$ of the Weyl group. Many other important applications of $\mathscr{B}_{\mathfrak{g}}$ occur in the theory of quantum groups. For example, Lusztig [Lus10] constructed an action of $\mathscr{B}_{\mathfrak{g}}$ on the Drinfeld-Jimbo quantum group $U_{q}(\mathfrak{g})$ and its representations, with these actions being essential in many constructions, such as PBW bases. We refer the reader to the many excellent standard references on quantum groups, such as [Jan96, §8] or [CP94, §8.1], for further details.

In the present paper, we study certain actions of $\mathscr{B}_{\mathfrak{g}}$ on affine quantum groups and their subalgebras. More precisely, we focus on two cases: the Yangian $Y_{\hbar}(\mathfrak{g})$ and the quantum loop algebra $U_{q}(L \mathfrak{g})$, which are deformations of the enveloping algebras of the current algebra $\mathfrak{g}[t]$ (resp. the loop algebra $\mathfrak{g}\left[s^{ \pm 1}\right]$ ). The algebras $Y_{\hbar}(\mathfrak{g})$ and $U_{q}(L \mathfrak{g})$ are both important quantum groups originally arising in the theory of integrable systems, in particular through the groundbreaking work of Drinfeld [Dri85, Dri88]. These algebras have subsequently been studied by many others, both for their interesting representation theory and their ties to geometry and mathematical physics.

As in the main body of this paper, to describe our results in detail we first turn our attention to $Y_{\hbar}(\mathfrak{g})$, and defer the corresponding discussion for $U_{q}(L \mathfrak{g})$ to Section 1.4 at the end of this introduction. As a first inkling of the appearance of $\mathscr{B}_{\mathfrak{g}}$ in the context of the Yangian, we note that there is a natural inclusion $U(\mathfrak{g}) \subset Y_{\hbar}(\mathfrak{g})$, and the induced (adjoint) action of $\mathfrak{g}$ on $Y_{\hbar}(\mathfrak{g})$ is integrable. Thus we may define an action of $\mathscr{B}_{\mathfrak{g}}$ on $Y_{\hbar}(\mathfrak{g})$ via the operators $\tau_{i}$ from (1.1). This action has appeared in a number of contexts [GNW18, Kod19, Wee16], and is a primary building block for this paper; our main results relate to a certain modification of this braid group action.
1.2. The modified braid group action. The Yangian $Y_{\hbar}(\mathfrak{g})$ admits a large commutative subalgebra $Y_{\hbar}^{0}(\mathfrak{g})$ which deforms the enveloping algebra of the current algebra $\mathfrak{h}[t]$. It is generated by the coefficients of a family of series $\left\{\xi_{i}(u)\right\}_{i \in \mathbf{I}} \subset$ $Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$, and admits a unique Hopf algebra structure for which each $\xi_{i}(u)$ is grouplike. By virtue of the triangular decomposition for $Y_{\hbar}(\mathfrak{g})$ (see Sections 2.2 and 3.2), there is a natural linear projection

$$
\Pi: Y_{\hbar}(\mathfrak{g}) \rightarrow Y_{\hbar}^{0}(\mathfrak{g})
$$

and we may thus introduce $\left\{\mathrm{T}_{i}\right\}_{i \in \mathbf{I}} \subset \operatorname{End}\left(Y_{\hbar}^{0}(\mathfrak{g})\right)$ by setting

$$
\mathrm{T}_{i}:=\left.\Pi \circ \tau_{i}\right|_{Y_{\hbar}^{0}(\mathfrak{g})}: Y_{\hbar}^{0}(\mathfrak{g}) \rightarrow Y_{\hbar}^{0}(\mathfrak{g}) .
$$

These endomorphisms, which we call the modified braid group operators on $Y_{\hbar}^{0}(\mathfrak{g})$, are the main focus of this article. The following theorem summarizes some of their key properties, which collectively provide our first main result.

Theorem I. The modified braid group operators $\mathbf{T}_{i}$ have the following properties:
(1) They are Hopf algebra automorphisms of $Y_{\hbar}^{0}(\mathfrak{g})$ satisfying the defining relations of $\mathscr{B}_{\mathfrak{g}}$.
(2) They are uniquely determined by the following formulas, for each $j \in \mathbf{I}$ :

$$
\mathrm{T}_{i}\left(\xi_{j}(u)\right)=\xi_{j}(u) \prod_{k=0}^{\left|a_{i j}\right|-1} \xi_{i}\left(u-\frac{\hbar d_{i}}{2}\left(\left|a_{i j}\right|-2 k\right)\right)^{(-1)^{\delta_{i j}}}
$$

where $\left(a_{i j}\right)_{i \in \mathbf{I}}$ and $\left(d_{i}\right)_{i \in \mathbf{I}}$ are the Cartan matrix and symmetrizing integers of $\mathfrak{g}$, respectively.
(3) They restrict to automorphisms of the subspace $\mathbb{V}$ spanned by all coefficients of the series $\log \xi_{j}(u)$, for $j \in \mathbf{I}$, which satisfy the defining relations of the Hecke algebra of type $\mathfrak{g}$.
(4) The diagonal factor $\mathcal{R}^{0}(z)$ of the universal $R$-matrix of $Y_{\hbar}(\mathfrak{g})$ is a $\mathscr{B}_{\mathfrak{g}}$ invariant element of $Y_{\hbar}^{0}(\mathfrak{g})^{\otimes 2} \llbracket z^{-1} \rrbracket$ :

$$
\left(\mathrm{T}_{i} \otimes \mathrm{~T}_{i}\right)\left(\mathcal{R}^{0}(z)\right)=\mathcal{R}^{0}(z)
$$

(5) By dualizing the action from (1), one obtains an action of $\mathscr{B}_{\mathfrak{g}}$ on the group $\left(\mathbb{C}\left(\left(u^{-1}\right)\right)^{\times}\right)^{\mathbf{I}}$ by automorphisms. Moreover, this restricts to an action on $\left(\mathbb{C}(u)^{\times}\right)^{\mathbf{I}}$ introduced by Tan in [Tan15, Prop. 3.1].

The first four parts of this theorem are established in Section 3, in chronological order. Part (1) is precisely the statement of Theorem 3.4 - this is the first crucial property of the operators $\mathrm{T}_{i}$ proven after their introduction in Section 3.2. The formulas for $\mathrm{T}_{i}\left(\xi_{j}(u)\right)$ stated in Part (2) are then derived in Section 3.3; see Corollary 3.9. That the modified braid group operators $\mathrm{T}_{i}$ give rise to an action of the Hecke algebra of type $\mathfrak{g}$ (see Definition 3.10) on $\mathbb{V}$ is proven in Proposition 3.11. Finally, the invariance of $\mathcal{R}^{0}(z)$ stated in Part (5) is established in the last subsection of Section 3 (Section 3.5); see Proposition 3.12.

The final assertion of Theorem I is deduced in Section 4. In more detail, we first explain in Section 4.1 how to dualize the representation of $\mathscr{B}_{\mathfrak{g}}$ from Part (1) of Theorem I to obtain an action of $\mathscr{B}_{\mathfrak{g}}$ on the group of algebra homomorphisms

$$
\operatorname{Hom}_{A l g}\left(Y_{\hbar}^{0}(\mathfrak{g}), \mathbb{C}\right) \cong\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}
$$

Afterwards, we use the elementary theory of formal, additive difference equations to extend the representation space from $\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$ to $\mathcal{M}^{\mathbf{I}}$, where $\mathcal{M}$ is the group of monic Laurent series in $u^{-1}$; see Proposition 4.4. The $\mathscr{B}_{\mathfrak{g}}$-action on $\left(\mathbb{C}\left(\left(u^{-1}\right)\right)^{\times}\right)^{\mathbf{I}}$ referred to in the statement of (5) is then recovered as the product of $\mathscr{M}^{\mathbf{I}}$ and the torus $\left(\mathbb{C}^{\times}\right)^{\mathbf{I}}$, which admits a natural action of $\mathscr{W}_{\mathfrak{g}}$; see Remark 4.5.

Let us now explain the connection between this representation and that constructed by Tan in Proposition 3.1 of [Tan15]. Therein, an action of $\mathscr{B}_{\mathfrak{g}}$ on the group $\left(\mathbb{C}(u)^{\times}\right)^{\mathbf{I}}$ was defined directly, drawing inspiration from the results of Chari [Cha02] for quantum loop algebras. That this is a subrepresentation of $\left(\mathbb{C}\left(\left(u^{-1}\right)\right)^{\times}\right)^{\mathbf{I}}$ with action as described above is an immediate consequence of Part (2) of Theorem I; see Remarks 4.2 and 4.5. In fact, obtaining this interpretation of Tan's action is one of the original inspirations behind this article - we believe that the theory developed in Sections 3 and 4 provides a natural theoretical framework for understanding it. In Section 4.3, we use this theory to provide a simple proof that Tan's action computes the eigenvalues of the series $\left\{\xi_{i}(u)\right\}_{i \in \mathbf{I}}$ on any extremal weight vector in a finite-dimensional highest weight module of $Y_{\hbar}(\mathfrak{g})$; see Proposition 4.7. As
will be explained in Remark 4.9, this provides a different proof, and generalization, of [Tan15, Prop. 4.5].

We now give a few auxiliary remarks to complete our discussion of Theorem I and the results of Sections 3 and 4. We first note that the generating series $\left(A_{j}(u)\right)_{j \in \mathbf{I}}$ for $Y_{\hbar}^{0}(\mathfrak{g})$ introduced by Gerasimov et al. in [GKLO05] (see Section 2.3) play a crucial role in our results. For instance, the formulas for $\mathrm{T}_{i}\left(\xi_{j}(u)\right)$ given in Part (2) are obtained by first computing the images of each $A_{j}(u)$ under the standard braid group operators $\tau_{i}$ on $Y_{\hbar}(\mathfrak{g})$, and then using the relation between the series $A_{j}(u)$ and $\xi_{k}(u)$; see (2.2). It is worth pointing out that, when $\mathfrak{g}$ is simply laced, these formulas agree with those from [DK00, §8]. This suggests that there is an action of $\mathscr{B}_{\mathfrak{g}}$ on a completion of the Yangian double $\mathrm{D} Y_{\hbar}(\mathfrak{g})$ which agrees with that defined by $(1)$ on the subalgebra $Y_{\hbar}^{0}(\mathfrak{g}) \subset \mathrm{D} Y_{\hbar}(\mathfrak{g})$.

Next, we note that Section 3.5 also contains an analysis of how the operators $\tau_{i}$ and $\mathrm{T}_{i}$ interact with the coefficients of the generating matrices $\mathscr{T}_{V}(u)$ arising in the $R$-matrix presentation of the Yangian [Dri85, Wen18], and their $Y_{\hbar}^{0}(\mathfrak{g})$-counterparts. Following $\left[\mathrm{KTW}^{+} 19\right]$ and [Wee16], we call these coefficients lifted minors. In Corollary 3.14 we prove that $\mathscr{B}_{\mathfrak{g}}$ operates on any lifted minor by permuting its indices. We then use this result to characterize each of the generating series $A_{j}(u), B_{j}(u), C_{j}(u)$ and $D_{j}(u)$ introduced in [GKLO05] as lifted minors; see Proposition 3.16. In particular, this yields a fairly elementary proof of a result from [IR19]; see Remark 3.17.
1.3. Cyclicity criteria and Baxter polynomials. One of our main motivations for studying the action of the braid group at the heart of Theorem I stems from a remarkable phenomenon arising from the finite-dimensional representation theory of the Yangian $Y_{\hbar}(\mathfrak{g})$ : the tensor product $V \otimes W$ of two finite-dimensional irreducible representations will almost always be a cyclic module (i.e., a highest weight module), and even an irreducible representation of $Y_{\hbar}(\mathfrak{g})$. This phenomenon is closely related to a number of interesting applications of Yangians and quantum loop algebras, and has been studied extensively; see [CP96a, CP96b, GT15, Mol07, NT98, NT02, Tan15] and [AK97, Cha02, CP91b, FM01, FR99, Her10, Her19, Kas02, VV02], for instance.

A connection between this cyclicity property and the $\mathscr{B}_{\mathfrak{g}}$-action from (5) of Theorem I was established in [Tan15], using a construction for the quantum loop algebra $U_{q}(L \mathfrak{g})$ which appeared earlier in [Cha02]. To state this precisely, recall that the finite-dimensional irreducible representations of $Y_{\hbar}(\mathfrak{g})$ are parametrized by I-tuples $\underline{\mathrm{P}}=\left(P_{i}(u)\right)_{i \in \mathbf{I}}$ of monic polynomials - called Drinfeld polynomials. We will write $L(\underline{\mathrm{P}})$ for the representation associated to the tuple $\underline{\mathrm{P}}$. Next, let

$$
w_{0}=s_{j_{1}} s_{j_{2}} \cdots s_{j_{p}} \in \mathscr{N}_{\mathfrak{g}}
$$

be a reduced expression for the longest element in the Weyl group $\mathscr{W}_{\mathfrak{g}}$, and set $\tau_{w_{r}}=\tau_{j_{r+1}} \cdots \tau_{j_{p}} \in \mathscr{B}_{\mathfrak{g}}$ for each $0<r \leq p$. Then, by Theorem 4.8 of [Tan15], the tensor product $L(\underline{\mathrm{P}}) \otimes L(\underline{\mathrm{Q}})$ will be cyclic provided one has

$$
\mathrm{Z}\left(Q_{j_{r}}\left(u+\hbar d_{j_{r}}\right)\right) \subset \mathbb{C} \backslash \mathrm{Z}\left(\tau_{w_{r}}(\underline{\mathrm{P}})_{j_{r}}\right) \quad \forall \quad 0<r \leq p
$$

where $\mathrm{Z}(P(u))$ is the set of zeroes of $P(u), \tau_{w_{r}} \in \mathscr{B}_{\mathfrak{g}}$ acts on $\underline{\mathrm{P}}$ via (5) of Theorem I , and $\tau_{w_{r}}(\underline{\mathrm{P}})_{j_{r}}$ is the $j_{r}$-th component of $\tau_{w_{r}}(\underline{\mathrm{P}})$, which is necessarily a polynomial (see Corollary 4.8 or Lemma 4.3 and Proposition 4.5 of [Tan15]).

Another concrete sufficient condition for the cyclicity of $L(\underline{\mathrm{P}}) \otimes L(\underline{\mathrm{Q}})$ was obtained in the third author's recent work [GW20] with S. Gautam, which studied the sets of poles $\left\{\sigma_{i}(L(\underline{\mathrm{P}}))\right\}_{i \in \mathbf{I}}$ of the generating series of $Y_{\hbar}(\mathfrak{g})$, viewed as $\operatorname{End}(L(\underline{\mathrm{P}}))$ valued rational functions of $u$; see (2.10). In Theorem 7.2 of [GW20], it was shown that the module $L(\underline{\mathrm{P}}) \otimes L(\underline{\mathrm{Q}})$ is cyclic provided one has

$$
\mathrm{Z}\left(Q_{i}\left(u+\hbar d_{i}\right)\right) \subset \mathbb{C} \backslash \sigma_{i}(L(\underline{\mathrm{P}})) \quad \forall \quad i \in \mathbf{I}
$$

and, by [GW20, Cor. 7.3], it is irreducible if this condition also holds with the roles of $\underline{P}$ and $\underline{Q}$ interchanged. Moreover, it was proven in Theorem 4.4 of [GW20] that $\sigma_{i}(L(\underline{\mathrm{P}}))$ is exactly the set of roots of a distinguished polynomial $\mathcal{Q}_{i, L(\underline{\mathrm{P}})}^{\mathfrak{g}}(u)$ called a specialized Baxter polynomial [FH15], which can be understood heuristically as arising as the eigenvalue of a certain abelian transfer operator on the lowest weight vector of $L(\underline{\mathrm{P}})$. The polynomials $\mathcal{Q}_{i, L(\mathrm{P})}^{\mathfrak{g}}(u)$ were then computed in Theorem 5.2 of [GW20] in terms of the Drinfeld polynomials $P_{j}(u)$ and the Cartan data of $\mathfrak{g}$; we refer the reader to Sections 5.1 and 5.2 for a more detailed summary of these results.

In Section 7.4 of [GW20] it was conjectured that the two cyclicity conditions for $L(\underline{\mathrm{P}}) \otimes L(\mathrm{Q})$ obtained in [Tan15] and [GW20] are always identical. The following theorem, which is the second main result of our article, proves this conjecture.

Theorem II. Let $\underline{\mathrm{P}}=\left(P_{j}(u)\right)_{j \in \mathbf{I}}$ be any $\mathbf{I}$-tuple of monic polynomials. Then, for each $i \in \mathbf{I}$, the specialized Baxter polynomial $\mathcal{Q}_{i, L(\underline{\mathrm{P}})}^{\mathfrak{g}}(u)$ admits the factorization

$$
\mathcal{Q}_{i, L(\underline{\mathrm{P}})}^{\mathfrak{g}}(u)=\prod_{r: j_{r}=i} \tau_{w_{r}}(\underline{\mathrm{P}})_{i}
$$

Consequently, the sufficient conditions for the cyclicity of any tensor product $L(\underline{\mathrm{P}}) \otimes$ $L(\underline{\mathrm{Q}})$ obtained in [Tan15] and [GW20] are identical.

This theorem is a combination of Theorem 5.2, which establishes the stated formula $\mathcal{Q}_{i, L(\underline{\mathrm{P}})}^{\mathfrak{g}}(u)$, and Corollary 5.4 , which spells out explicitly the second assertion of the above theorem. In fact, Theorem 5.2 provides a more general formula which factorizes the specialized Baxter polynomial associated to any extremal weight space of $L(\underline{\mathrm{P}})$ as a product of polynomials arising from the $\mathscr{B}_{\mathfrak{g}}$-orbit of $\underline{\mathrm{P}}$.
1.4. The quantum loop algebra $U_{q}(L \mathfrak{g})$. We now turn to the parallel situation of the quantum loop algebra $U_{q}(L \mathfrak{g})$, which is the topic of Section 6. In this setting there is an action of the braid group $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}(L \mathfrak{g})$ via Lusztig's operators [Lus10]. In fact, the algebra $U_{q}(L \mathfrak{g})$ arises as a subquotient of the quantum affine algebra $U_{q}(\widehat{\mathfrak{g}})$. This larger algebra $U_{q}(\widehat{\mathfrak{g}})$ carries an action of the affine braid group $\mathscr{B}_{\widehat{\mathfrak{g}}}$, which was utilized heavily by Beck [Bec94a, Bec94b] in his works on alternate presentations of $U_{q}(\widehat{\mathfrak{g}})$ and on its Poincaré-Birkhoff-Witt theorem. It is not hard to see that the action of the subgroup $\mathscr{B}_{\mathfrak{g}} \subset \mathscr{B}_{\widehat{\mathfrak{g}}}$ passes to the subquotient $U_{q}(L \mathfrak{g})$ (see Remark 6.2 for more details), and this action of $\mathscr{B}_{\mathfrak{g}}$ is our starting point.

Similarly to the case of the Yangian, we use the action of $\mathscr{B}_{\mathfrak{g}}$ to define modified braid group operators $\mathbf{T}_{i}$ on the commutative subalgebra $U_{q}^{0}(L \mathfrak{g}) \subset U_{q}(L \mathfrak{g})$, see Definition 6.4. We prove many analogous properties to those stated for the Yangian in Theorem I above, which are summarized in Theorem 6.5 below. In particular,
we show that these operators $\left\{\mathbf{T}_{i}\right\}_{i \in \mathbf{I}}$ define an action of $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}^{0}(L \mathfrak{g})$ over $\mathbb{C}(q)$, and that after dualizing to an action on

$$
\operatorname{Hom}_{A l g}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)
$$

we recover a braid group action studied by Chari [Cha02]. We also obtain actions of the Hecke algebra of type $\mathfrak{g}$ on certain subspaces of $U_{q}^{0}(L \mathfrak{g})$; see Remark 6.10.

In addition, we show that our modified braid group action on $U_{q}^{0}(L \mathfrak{g})$ is compatible with the restriction $\Phi$ of the Gautam-Toledano Laredo homomorphism from [GTL13, Thm. 1.4] to a certain $\mathbb{C}\left[q, q^{-1}\right]$-form $\mathcal{U}_{q}^{0}(L \mathfrak{g})$ of $U_{q}^{0}(L \mathfrak{g})$. More precisely, $\Phi$ may be viewed as an embedding

$$
\Phi: U_{q}^{0}(L \mathfrak{g}) \hookrightarrow Y_{\hbar}^{0}(\mathfrak{g}) \llbracket v \rrbracket
$$

and the compatibility asserts that it intertwines our modified braid group actions on both sides; we refer the reader to Proposition 6.7 for the precise statement. In fact, our proof proceeds the other way around: we first show by direct calculation (Proposition 6.7 and Corollary 6.8) that the modified braid group action on $Y_{\hbar}^{0}(\mathfrak{g})$ induces a braid group action on $U_{q}^{0}(L \mathfrak{g})$ by operators $\mathrm{T}_{i}^{\Phi}$. We then use an argument exploiting Drinfeld polynomials (Lemma 6.14) to show that $\mathrm{T}_{i}=\mathrm{T}_{i}^{\Phi}$. This proves that the operators $\mathrm{T}_{i}$ (defined by modifying Lusztig's braid group action) actually define an action of $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}^{0}(L \mathfrak{g})$.

Finally, we note that Frenkel and Hernandez [FH23] recently defined an action of the Weyl group $\mathscr{W}_{\mathfrak{g}}$ on a completion of the space of $q$-characters for $U_{q}(L \mathfrak{g})$. They show that their action, after an appropriate truncation, recovers Chari's [Cha02] braid group action mentioned above. It would be interesting to understand if there is a direct link between their Weyl group action and the present paper.
1.5. Acknowledgments. The authors gratefully acknowledge the support of the Natural Sciences and Engineering Research Council Canada, provided via the CGS M program (N.F.) and the Discovery Grants program (A.W.: Grant RGPIN-202203135 and DGECR-2022-00437, C.W: Grant RGPIN-2022-03298 and DGECR-2022-00440).

## 2. Yangians

2.1. The Lie algebra $\mathfrak{g}$. Let $\mathfrak{g}$ be a simple Lie algebra over $\mathbb{C}$, with Cartan matrix $\left(a_{i j}\right)_{i, j \in \mathbf{I}}$. Fix minimal symmetrizing integers $d_{i} \in\{1,2,3\}$ so that $d_{i} a_{i j}=d_{j} a_{j i}$. Fix Chevalley generators $\left\{e_{i}, h_{i}, f_{i}\right\}_{i \in \mathbf{I}}$ for $\mathfrak{g}$, with corresponding triangular decomposition $\mathfrak{g}=\mathfrak{n}^{-} \oplus \mathfrak{h} \oplus \mathfrak{n}^{+}$.

Let $\left\{\alpha_{i}\right\}_{i \in \mathbf{I}}$ be the simple roots for $\mathfrak{g}$, and let $(\cdot, \cdot)$ be the non-degenerate symmetric bilinear form on $\mathfrak{h}^{*}$ defined by $\left(\alpha_{i}, \alpha_{j}\right)=d_{i} a_{i j}$. Let $Q=\bigoplus_{i \in \mathbf{I}} \mathbb{Z} \alpha_{i}$ denote the root lattice of $\mathfrak{g}$ and $Q^{+}=\bigoplus_{i \in \mathbf{I}} \mathbb{Z}_{\geq 0} \alpha_{i}$ the positive cone in $Q$. Define the fundamental weights $\varpi_{i} \in \mathfrak{h}^{*}$ by $\varpi_{i}\left(h_{j}\right)=\delta_{i j}$ for $i, j \in \mathbf{I}$, and let $\Lambda=\bigoplus_{i \in \mathbf{I}} \mathbb{Z} \varpi_{i}$ denote the weight lattice of $\mathfrak{g}$. Let $\Delta \subset Q$ denote the set of roots of $\mathfrak{g}$ with positive/negative roots $\Delta^{ \pm}$. We denote the root space corresponding to $\alpha \in \Delta$ by $\mathfrak{g}_{\alpha} \subset \mathfrak{g}$ and, similarly, we write $U(\mathfrak{g})_{\beta} \subset U(\mathfrak{g})$ for the homogeneous component of $U(\mathfrak{g})$ associated to any $\beta \in Q$ with respect to the root grading.
2.2. The Yangian $Y_{\hbar}(\mathfrak{g})$. We now turn to recalling the definition of the Yangian of $\mathfrak{g}$, together with some of its basic properties.

Definition 2.1. Let $\hbar \in \mathbb{C}^{\times}$be fixed. The Yangian $Y_{\hbar}(\mathfrak{g})$ is the unital associative algebra over $\mathbb{C}$ generated by elements $\left\{\xi_{i, r}, x_{i, r}^{ \pm}\right\}_{i \in \mathbf{I}, r \in \mathbb{Z}_{\geq 0}}$, subject to the following relations:

$$
\begin{gathered}
{\left[\xi_{i, r}, \xi_{j, s}\right]=0,} \\
{\left[\xi_{i, 0}, x_{j, s}^{ \pm}\right]= \pm d_{i} a_{i j} x_{j, s}^{ \pm},} \\
{\left[\xi_{i, r+1}, x_{j, s}^{ \pm}\right]-\left[\xi_{i, r}, x_{j, s+1}^{ \pm}\right]= \pm \hbar \frac{d_{i} a_{i j}}{2}\left(\xi_{i, r} x_{j, s}^{ \pm}+x_{j, s}^{ \pm} \xi_{i, r}\right),} \\
{\left[x_{i, r+1}^{ \pm}, x_{j, s}^{ \pm}\right]-\left[x_{i, r}^{ \pm}, x_{j, s+1}^{ \pm}\right]= \pm \hbar \frac{d_{i} a_{i j}}{2}\left(x_{i, r}^{ \pm} x_{j, s}^{ \pm}+x_{j, s}^{ \pm} x_{i, r}^{ \pm}\right),} \\
{\left[x_{i, r}^{+}, x_{j, s}^{-}\right]=\delta_{i j} \xi_{i, r+s},} \\
\sum_{\pi \in S_{m}}\left[x_{i, r_{\pi(1)}}^{ \pm},\left[x_{i, r_{\pi(2)}}^{ \pm},\left[\cdots\left[x_{i, r_{\pi(m)}}^{ \pm}, x_{j, s}^{ \pm}\right] \cdots\right]\right]\right]=0 \quad \text { if } i \neq j,
\end{gathered}
$$

where in the final relation $m=1-a_{i j}$ and $S_{m}$ denotes the symmetric group of degree $m$.

The Yangian admits the structure of a filtered algebra with filtration $\mathcal{F}_{\bullet} Y_{\hbar}(\mathfrak{g})$ defined by assigning degree $r$ to $\xi_{i, r}$ and $x_{i, r}^{ \pm}$for each $i \in \mathbf{I}$ and $r \in \mathbb{Z}_{\geq 0}$. The Poincaré-Birkhoff-Witt Theorem for $Y_{\hbar}(\mathfrak{g})$ asserts that the assignment

$$
e_{i} t^{r} \mapsto d_{i}^{-1 / 2} \overline{x_{i, r}^{+}}, \quad f_{i} t^{r} \mapsto d_{i}^{-1 / 2} \overline{x_{i, r}^{-}}, \quad h_{i} t^{r} \mapsto d_{i}^{-1} \overline{\xi_{i, r}}
$$

extends uniquely to an isomorphism of graded algebras

$$
\begin{equation*}
U(\mathfrak{g}[t]) \xrightarrow{\sim} \operatorname{gr}\left(Y_{\hbar}(\mathfrak{g})\right)=\bigoplus_{n \geq 0} \mathcal{F}_{n} Y_{\hbar}(\mathfrak{g}) / \mathcal{F}_{n-1} Y_{\hbar}(\mathfrak{g}), \tag{2.1}
\end{equation*}
$$

where, for each $y \in\left\{\xi_{i}, x_{i}^{ \pm}\right\}, \bar{y}_{r}$ is the image of $y_{r}$ in $\mathcal{F}_{r} Y_{\hbar}(\mathfrak{g}) / \mathcal{F}_{r-1} Y_{\hbar}(\mathfrak{g})$. A particular consequence of this theorem is that there is an injective homomorphism of algebras $U(\mathfrak{g}) \hookrightarrow Y_{\hbar}(\mathfrak{g})$ defined on Chevalley generators by

$$
e_{i} \mapsto d_{i}^{-1 / 2} x_{i, 0}^{+}, \quad h_{i} \mapsto d_{i}^{-1} \xi_{i, 0}, \quad f_{i} \mapsto d_{i}^{-1 / 2} x_{i, 0}^{-}
$$

We will henceforth view $U(\mathfrak{g}) \subset Y_{\hbar}(\mathfrak{g})$, with the above identification understood. Note that the adjoint action of $\mathfrak{h}$ on $Y_{\hbar}(\mathfrak{g})$ gives rise to a weight space decomposition $Y_{\hbar}(\mathfrak{g})=\bigoplus_{\beta \in Q} Y_{\hbar}(\mathfrak{g})_{\beta}$, where

$$
Y_{\hbar}(\mathfrak{g})_{\beta}=\left\{y \in Y_{\hbar}(\mathfrak{g}):[h, y]=\beta(h) y \quad \forall h \in \mathfrak{h}\right\} \quad \forall \quad \beta \in Q
$$

This decomposition equips $Y_{\hbar}(\mathfrak{g})$ with the structure of a $Q$-graded algebra.
Consider now the subalgebras $Y_{\hbar}^{0}(\mathfrak{g})$ and $Y_{\hbar}^{ \pm}(\mathfrak{g})$ generated by the elements $\left\{\xi_{i, r}\right\}_{i \in \mathbf{I}, r \in \mathbb{Z}_{\geq 0}}$ and $\left\{x_{i, r}^{ \pm}\right\}_{i \in \mathbf{I}, r \in \mathbb{Z}_{\geq 0}}$, respectively. Note that these are filtered, $Q$ graded subalgebras of $Y_{\hbar}(\mathfrak{g})$. Moreover, the product on $Y_{\hbar}(\mathfrak{g})$ induces an isomorphism of vector spaces

$$
Y_{\hbar}^{-}(\mathfrak{g}) \otimes Y_{\hbar}^{0}(\mathfrak{g}) \otimes Y_{\hbar}^{+}(\mathfrak{g}) \xrightarrow{\sim} Y_{\hbar}(\mathfrak{g}),
$$

while the graded algebra isomorphism (2.1) restricts to yield isomorphisms

$$
U(\mathfrak{h}[t]) \xrightarrow{\sim} \operatorname{gr}\left(Y_{\hbar}^{0}(\mathfrak{g})\right) \quad \text { and } \quad U\left(\mathfrak{n}^{ \pm}[t]\right) \xrightarrow{\sim} \operatorname{gr}\left(Y_{\hbar}^{ \pm}(\mathfrak{g})\right) .
$$

2.3. Alternate generators. Another important set of generators for $Y_{\hbar}(\mathfrak{g})$ was introduced in the work [GKLO05] of Gerasimov et al. To recall these, let us first introduce $\xi_{i}(u) \in Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$ and $x_{i}^{ \pm}(u) \in Y_{\hbar}^{ \pm}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$, for each $i \in \mathbf{I}$, by setting

$$
\xi_{i}(u):=1+\hbar \sum_{r \geq 0} \xi_{i, r} u^{-r-1} \quad \text { and } \quad x_{i}^{ \pm}(u):=\hbar \sum_{r \geq 0} x_{i, r}^{ \pm} u^{-r-1}
$$

Then, by Lemma 2.1 of [GKLO05], there is a unique tuple of formal series $\left(A_{j}(u)\right)_{j \in \mathbf{I}} \in$ $\left(1+u^{-1} Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$ satisfying

$$
\begin{equation*}
\xi_{i}(u)=\frac{\prod_{j \neq i} \prod_{r=1}^{-a_{j i}} A_{j}\left(u-\frac{\hbar d_{j}}{2}\left(2 r-a_{j i}\right)\right)}{A_{i}(u) A_{i}\left(u-\hbar d_{i}\right)} \quad \forall \quad i \in \mathbf{I} . \tag{2.2}
\end{equation*}
$$

The coefficients $A_{i}(u)=1+\hbar \sum_{r \geq 0} A_{i, r} u^{-r-1}$ of these series generate the subalge$\operatorname{bra} Y_{\hbar}^{0}(\mathfrak{g}) \subset Y_{\hbar}(\mathfrak{g})$.

Remark 2.2. For each $i \in \mathbf{I}$, let $t_{i}(u)=\hbar \sum_{r \geq 0} t_{i, r} u^{-r-1}$ be the formal series logarithm of $\xi_{i}(u)$ :

$$
t_{i}(u):=\log \xi_{i}(u)=\sum_{n>0} \frac{(-1)^{n+1}}{n}\left(\xi_{i}(u)-1\right)^{n}
$$

Similarly, set $a_{i}(u):=\log A_{i}(u)$ for each $i \in \mathbf{I}$. Let q be the shift operator on $Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$ defined by $\mathrm{q}(f(u))=f(u+\hbar / 2)$. Equivalently, one has $\mathbf{q}=e^{\frac{\hbar}{2} \partial_{u}}$. Then the defining relation (2.2) for the tuple $\left(A_{j}(u)\right)_{j \in \mathbf{I}}$ is equivalent to

$$
\begin{equation*}
t_{i}(u)=-\sum_{j \in \mathbf{I}} \mathrm{q}^{-d_{j}}\left[a_{j i}\right]_{\mathbf{q}^{d_{j}}}\left(a_{j}(u)\right) \quad \forall \quad i \in \mathbf{I}, \tag{2.3}
\end{equation*}
$$

where we follow the standard notation for $z$-numbers: if $m \in \mathbb{Z}$, then

$$
\begin{equation*}
[m]_{z}=\frac{z^{m}-z^{-m}}{z-z^{-1}} \in \mathbb{Z}\left[z, z^{-1}\right] \subset \mathbb{Q}(z) \tag{2.4}
\end{equation*}
$$

Now let us introduce series $B_{i}(u), C_{i}(u)$ and $D_{i}(u)$, for each $i \in \mathbf{I}$, by setting

$$
\begin{gathered}
B_{i}(u)=d_{i}^{1 / 2} A_{i}(u) x_{i}^{+}(u), \quad C_{i}(u)=d_{i}^{1 / 2} x_{i}^{-}(u) A_{i}(u) \\
D_{i}(u)=A_{i}(u) \xi_{i}(u)+C_{i}(u) A_{i}(u)^{-1} B_{i}(u)
\end{gathered}
$$

Then the coefficients of $A_{i}(u), B_{i}(u)$ and $C_{i}(u)$ generate $Y_{\hbar}(\mathfrak{g})$ as an algebra. Some of the commutation relations satisfied by these series are spelled out in the following proposition, which is a restatement of [GKLO05, Prop. 2.1].
Proposition 2.3. The series $A_{i}(u), B_{i}(u), C_{i}(u)$ and $D_{i}(u)$ satisfy the following commutation relations:
(1) For each $i, j \in \mathbf{I}$, we have

$$
\begin{gathered}
{\left[A_{i}(u), A_{j}(v)\right]=0} \\
{\left[B_{i}(u), B_{i}(v)\right]=\left[C_{i}(u), C_{i}(v)\right]=0}
\end{gathered}
$$

(2) For each $i, j \in \mathbf{I}$ with $i \neq j$, we have

$$
\left[A_{i}(u), B_{j}(v)\right]=\left[A_{i}(u), C_{j}(v)\right]=\left[B_{i}(u), C_{j}(v)\right]=0
$$

(3) For each $i \in \mathbf{I}$, we have

$$
\begin{aligned}
(u-v)\left[A_{i}(u), B_{i}(v)\right] & =d_{i} \hbar\left(B_{i}(u) A_{i}(v)-B_{i}(v) A_{i}(u)\right) \\
(u-v)\left[A_{i}(u), C_{i}(v)\right] & =d_{i} \hbar\left(A_{i}(u) C_{i}(v)-A_{i}(v) C_{i}(u)\right) \\
(u-v)\left[B_{i}(u), C_{i}(v)\right] & =d_{i} \hbar\left(A_{i}(u) D_{i}(v)-A_{i}(v) D_{i}(u)\right) \\
(u-v)\left[C_{i}(u), D_{i}(v)\right] & =d_{i} \hbar\left(D_{i}(u) C_{i}(v)-D_{i}(v) C_{i}(u)\right) \\
(u-v)\left[A_{i}(u), D_{i}(v)\right] & =d_{i} \hbar\left(B_{i}(u) C_{i}(v)-B_{i}(v) C_{i}(u)\right)
\end{aligned}
$$

We note that this proposition does not give a presentation of $Y_{\hbar}(\mathfrak{g})$, i.e. these are not a complete set of relations. However, in the parallel quantum loop algebra setting a complete set of relations is given in [FT19, Thm. 6.6]. We will not need this presentation for our purposes. Indeed, we shall be primarily interested in the following weaker set of relations, which follow readily from the above proposition and encode information about the adjoint action of $\mathfrak{g}$ on $Y_{\hbar}(\mathfrak{g})$.
Corollary 2.4. The series $A_{i}(u), B_{i}(u), C_{i}(u)$ and $D_{i}(u)$ satisfy the following commutation relations:
(1) For each $i, j \in \mathbf{I}$ with $i \neq j$, we have

$$
\left[e_{i}, A_{j}(u)\right]=\left[f_{i}, A_{j}(u)\right]=0
$$

(2) For each $i \in \mathbf{I}$, one has

$$
\begin{gathered}
{\left[e_{i}, A_{i}(u)\right]=B_{i}(u), \quad\left[e_{i}, B_{i}(u)\right]=0} \\
{\left[e_{i}, C_{i}(u)\right]=D_{i}(u)-A_{i}(u), \quad\left[e_{i}, D_{i}(u)\right]=-B_{i}(v)}
\end{gathered}
$$

(3) For each $i \in \mathbf{I}$, one has

$$
\begin{gathered}
{\left[f_{i}, A_{i}(u)\right]=-C_{i}(u), \quad\left[f_{i}, B_{i}(u)\right]=A_{i}(u)-D_{i}(u)} \\
{\left[f_{i}, C_{i}(u)\right]=0, \quad\left[f_{i}, D_{i}(u)\right]=C_{i}(u)}
\end{gathered}
$$

2.4. Hopf structure and universal R-matrix. The Yangian admits a filtered Hopf algebra structure which deforms the standard graded Hopf algebra structure on the enveloping algebra $U(\mathfrak{g}[t])$ (that is, (2.1) becomes an isomorphism of graded Hopf algebras). The counit $\varepsilon$, coproduct $\Delta$ and antipode $S$ on $Y_{\hbar}(\mathfrak{g})$ are uniquely determined by the requirement that the embedding $U(\mathfrak{g}) \subset Y_{\hbar}(\mathfrak{g})$ from Section 2.2 is a homomorphism of Hopf algebras and that, for each $i \in \mathbf{I}$, one has

$$
\begin{gathered}
\varepsilon\left(t_{i, 1}\right)=0, \quad \Delta\left(t_{i, 1}\right)=t_{i, 1} \otimes 1+1 \otimes t_{i, 1}-\hbar \sum_{\alpha \in \Delta^{+}}\left(\alpha_{i}, \alpha\right) x_{\alpha}^{-} \otimes x_{\alpha}^{+} \\
S\left(t_{i, 1}\right)=-t_{i, 1}-\hbar \sum_{\alpha \in \Delta^{+}}\left(\alpha_{i}, \alpha\right) x_{\alpha}^{-} x_{\alpha}^{+}
\end{gathered}
$$

where $x_{\alpha}^{ \pm} \in \mathfrak{g}_{ \pm \alpha} \subset Y_{\hbar}(\mathfrak{g})$ are any root vectors satisfying $\left(x_{\alpha}^{+}, x_{\alpha}^{-}\right)=1$ for all $\alpha \in \Delta^{+}$, and $\left\{t_{i, 1}\right\}_{i \in \mathbf{I}} \subset Y_{\hbar}^{0}(\mathfrak{g})$ are as in Remark 2.2. Explicitly, one has

$$
t_{i, 1}=\xi_{i, 1}-\frac{\hbar}{2} \xi_{i, 0}^{2} \quad \forall \quad i \in \mathbf{I}
$$

For each $a \in \mathbb{C}$, there is a Hopf algebra automorphism $\tau_{a}$ of $Y_{\hbar}(\mathfrak{g})$, called a shift automorphism, uniquely determined by the formulas

$$
\tau_{a}\left(\xi_{i}(u)\right)=\xi_{i}(u-a) \quad \text { and } \quad \tau_{a}\left(x_{i}^{ \pm}(u)\right)=x_{i}^{ \pm}(u-a) \quad \forall i \in \mathbf{I} .
$$

Replacing $a$ by a formal variable $z$ yields instead an algebra embedding

$$
\tau_{z}: Y_{\hbar}(\mathfrak{g}) \rightarrow Y_{\hbar}(\mathfrak{g})[z] .
$$

This homomorphism plays a crucial role in defining the universal $R$-matrix of the Yangian, which was first constructed by Drinfeld in [Dri85, Thm. 3]. The following theorem is a restatement of Drinfeld's result.

Theorem 2.5. There is a unique element $\mathcal{R}(z) \in 1+z^{-1} Y_{\hbar}(\mathfrak{g})^{\otimes 2} \llbracket z^{-1} \rrbracket$, called the universal $R$-matrix of $Y_{\hbar}(\mathfrak{g})$, satisfying

$$
\begin{equation*}
\left(\tau_{z} \otimes \mathrm{Id}\right) \Delta^{\mathrm{op}}(x)=\mathcal{R}(z) \cdot\left(\tau_{z} \otimes \mathrm{Id}\right)(\Delta(x)) \cdot \mathcal{R}(z)^{-1} \quad \forall x \in Y_{\hbar}(\mathfrak{g}) \tag{2.5}
\end{equation*}
$$

in $Y_{\hbar}(\mathfrak{g})^{\otimes 2}\left(\left(z^{-1}\right)\right)$, in addition to the following identities in $Y_{\hbar}(\mathfrak{g})^{\otimes 3} \llbracket z^{-1} \rrbracket$ :

$$
\begin{aligned}
& (\Delta \otimes \operatorname{Id})(\mathcal{R}(z))=\mathcal{R}_{13}(z) \mathcal{R}_{23}(z) \\
& (\operatorname{Id} \otimes \Delta)(\mathcal{R}(z))=\mathcal{R}_{13}(z) \mathcal{R}_{12}(z)
\end{aligned}
$$

Moreover, $\mathcal{R}(z)$ satisfies $\mathcal{R}(z)^{-1}=\mathcal{R}_{21}(-z)$ in addition to

$$
\left(\tau_{a} \otimes \tau_{b}\right) \mathcal{R}(z)=\mathcal{R}(z+a-b) \quad \forall \quad a, b \in \mathbb{C}
$$

Remark 2.6. Here we have followed the notation and conventions from [GTLW21, Thm. 7.4], where a proof of Drinfeld's theorem was recently given. The element $\mathscr{R}(z)$ from [Dri85, Thm. 3] is related to $\mathcal{R}(z)$ by

$$
\begin{equation*}
\mathscr{R}(z)=\mathcal{R}(-z)^{-1}=\mathcal{R}_{21}(z) . \tag{2.6}
\end{equation*}
$$

The proof of the above theorem given in [GTLW21] reconstructed the universal $R$-matrix $\mathcal{R}(z)$ from the components in its Gauss decomposition

$$
\begin{equation*}
\mathcal{R}(z)=\mathcal{R}^{+}(z) \mathcal{R}^{0}(z) \mathcal{R}^{-}(z) \tag{2.7}
\end{equation*}
$$

where $\mathcal{R}^{0}(z) \in 1+u^{-1} Y_{\hbar}^{0}(\mathfrak{g})^{\otimes 2} \llbracket u^{-1} \rrbracket, \mathcal{R}^{+}(z)=\mathcal{R}_{21}^{-}(-z)^{-1}$ and $\mathcal{R}^{-}(z)$ is an element of $\left(Y_{\hbar}^{-}(\mathfrak{g}) \otimes Y_{\hbar}^{+}(\mathfrak{g})\right) \llbracket z^{-1} \rrbracket$ of the form

$$
\mathcal{R}^{-}(z)=\sum_{\beta \in Q^{+}} \mathcal{R}_{\beta}^{-}(z) \quad \text { with } \quad \mathcal{R}_{\beta}^{-}(z) \in\left(Y_{\hbar}^{-}(\mathfrak{g})_{-\beta} \otimes Y_{\hbar}^{+}(\mathfrak{g})_{\beta}\right) \llbracket z^{-1} \rrbracket
$$

and $\mathcal{R}_{0}^{-}(z)=1$. The components $\mathcal{R}_{\beta}^{-}(z)$ for $\beta \neq 0$ were constructed recursively in the height of $\beta$ in the proof of Theorem 4.1 in [GTLW21]; see Section 4.2 and (4.5) therein.

The diagonal factor $\mathcal{R}^{0}(z)$ was defined in Section 6 of [GTLW21] using the results of [GTL17]. By definition, it is the unique series in $1+z^{-1} Y_{\hbar}^{0}(\mathfrak{g})^{\otimes 2} \llbracket z^{-1} \rrbracket$ satisfying the formal difference equation

$$
\begin{equation*}
\left(\mathrm{q}^{4 \kappa}-1\right) \log \left(\mathcal{R}^{0}(z)\right)=\mathcal{L}(z) \tag{2.8}
\end{equation*}
$$

where q is the shift operator $e^{\frac{\hbar}{2} \partial_{z}}$ on $Y_{\hbar}^{0}(\mathfrak{g})^{\otimes 2} \llbracket z^{-1} \rrbracket$ (see Remark 2.2) and $\mathcal{L}(z) \in$ $z^{-2} Y_{\hbar}^{0}(\mathfrak{g})^{\otimes 2} \llbracket z^{-1} \rrbracket$ is the element

$$
\mathcal{L}(z)=\mathrm{q}^{2 \kappa} \sum_{i, j \in \mathbf{I}} c_{i j}(\mathrm{q}) \mathcal{B}_{i}\left(\partial_{z}\right) \otimes \mathcal{B}_{j}\left(-\partial_{z}\right) \cdot\left(-z^{-2}\right)
$$

Here $\kappa \in \frac{1}{2} \mathbb{Z}, c_{i j}(z) \in \mathbb{Z}\left[z, z^{-1}\right]$ and $\mathcal{B}_{i}(u) \in Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u \rrbracket$ are defined as follows:
(1) $\kappa=(1 / 4) c_{\mathfrak{g}}$, where $c_{\mathfrak{g}}$ is the eigenvalue of the quadratic Casimir element $C \in S^{2}(\mathfrak{g}) \subset U(\mathfrak{g})$ on the adjoint representation of $\mathfrak{g}$.
(2) For each $i, j \in \mathbf{I}, c_{i j}(z)=\left[2 \kappa / d_{j}\right]_{z^{d} j} v_{i j}(z)$, where $v_{i j}(z)$ is the $(i, j)$-th entry of the matrix

$$
\mathbf{E}(z)=\left(\left[a_{i j}\right]_{z^{d_{i}}}\right)_{i, j \in \mathbf{I}}^{-1}
$$

It is known that $c_{i j}(z)$ is an element of $\mathbb{Z}\left[z, z^{-1}\right]$ satisfying $c_{i j}\left(z^{-1}\right)=c_{i j}(z)$; see (5.1) and Appendix A of [GTL17], for instance.
(3) For each $i \in \mathbf{I}, \mathcal{B}_{i}(u)$ is the formal Borel transform of $t_{i}(u)$. That is,

$$
\mathcal{B}_{i}(u)=\mathcal{B}\left(t_{i}(u)\right)=\hbar \sum_{r \geq 0} t_{i, r} \frac{u^{r}}{r!}
$$

To conclude this subsection, we recall that the deformed Drinfeld coproduct $\Delta_{z}^{D}$ on the Yangian $Y_{\hbar}(\mathfrak{g})$ (see [GTLW21, §3.3-3.4]) can be recovered as the composite

$$
\Delta_{z}^{D}=\operatorname{Ad}\left(\mathcal{R}^{-}(z)\right) \circ\left(\tau_{z} \otimes \mathrm{id}\right) \circ \Delta: Y_{\hbar}(\mathfrak{g}) \rightarrow Y_{\hbar}(\mathfrak{g})^{\otimes 2}\left(\left(z^{-1}\right)\right)
$$

Its restriction to $Y_{\hbar}^{0}(\mathfrak{g})$ has image in $Y_{\hbar}^{0}(\mathfrak{g})^{\otimes 2}[z]$, and is given explicitly by

$$
\Delta_{z}^{D}\left(\xi_{i}(u)\right)=\xi_{i}(u-z) \otimes \xi_{i}(u) \quad \forall \quad i \in \mathbf{I}
$$

We shall let $\Delta^{0}$ denote the evaluation of this homomorphism at $z=0$ :

$$
\begin{equation*}
\Delta^{0}:=\left.\operatorname{ev}_{z=0} \circ \Delta_{z}^{D}\right|_{Y_{\hbar}^{0}(\mathfrak{g})}: Y_{\hbar}^{0}(\mathfrak{g}) \rightarrow Y_{\hbar}^{0}(\mathfrak{g}) \otimes Y_{\hbar}^{0}(\mathfrak{g}) \tag{2.9}
\end{equation*}
$$

where $\operatorname{ev}_{z=0}: Y_{\hbar}^{0}(\mathfrak{g})^{\otimes 2}[z] \rightarrow Y_{\hbar}^{0}(\mathfrak{g})^{\otimes 2}$ is given by $z \mapsto 0$. This defines a Hopf algebra structure on $Y_{\hbar}^{0}(\mathfrak{g})$, provided it is equipped with counit $\varepsilon^{0}$ and antipode $S^{0}$ uniquely determined by

$$
\varepsilon^{0}\left(\xi_{i}(u)\right)=1 \quad \text { and } \quad S^{0}\left(\xi_{i}(u)\right)=\xi_{i}(u)^{-1} \quad \forall \quad i \in \mathbf{I}
$$

We shall call this the Drinfeld Hopf algebra structure on $Y_{\hbar}^{0}(\mathfrak{g})$.
2.5. Representation theory. We now turn to recalling some basic facts about finite-dimensional representations of $Y_{\hbar}(\mathfrak{g})$.

A $Y_{\hbar}(\mathfrak{g})$-module $V$ is called a highest weight module of highest weight $\underline{\lambda}=$ $\left(\lambda_{i}(u)\right)_{i \in \mathbf{I}} \in\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$ if it is generated by a nonzero vector $v \in V$ satisfying

$$
x_{i}^{+}(u) v=0 \quad \text { and } \quad \xi_{i}(u) v=\lambda_{i}(u) v \quad \forall \quad i \in \mathbf{I} .
$$

The vector $v$ is then unique up to scalar multiplication and called the highest weight vector of $V$. There is a unique, up to isomorphism, highest weight module associated to any element $\underline{\lambda} \in\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$.

In [Dri88], Drinfeld used the language of highest weight modules to classify the finite-dimensional irreducible representations of $Y_{\hbar}(\mathfrak{g})$ :
Theorem 2.7 ([Dri88]). Let $V$ be a finite-dimensional irreducible representation of $Y_{\hbar}(\mathfrak{g})$. Then $V$ is a highest weight module, and there is a unique $\mathbf{I}$-tuple of monic polynomials $\underline{\mathrm{P}}=\left(P_{i}(u)\right)_{i \in \mathbf{I}} \in \mathbb{C}[u]^{\mathbf{I}}$ satisfying

$$
\xi_{i}(u) v=\frac{P_{i}\left(u+\hbar d_{i}\right)}{P_{i}(u)} v \quad \forall \quad i \in \mathbf{I}
$$

where $v \in V$ is any highest weight vector. Moreover, every $\mathbf{I}$-tuple of monic polynomials $\underline{\mathrm{P}}$ arises in this way, and uniquely determines the underlying representation up to isomorphism.

The monic polynomials $P_{i}(u)$ appearing in the above theorem are referred to as the Drinfeld polynomials associated to $V$. Henceforth, we will write $L(\underline{\mathrm{P}})$ for the unique, up to isomorphism, finite-dimensional irreducible representation of $Y_{\hbar}(\mathfrak{g})$ with tuple of Drinfeld polynomials $\underline{\mathrm{P}}=\left(P_{i}(u)\right)_{i \in \mathbf{I}}$. Given $j \in \mathbf{I}$ and $a \in \mathbb{C}$, the $j$-th fundamental representation $L_{\varpi_{j}}(a)$ of $Y_{\hbar}(\mathfrak{g})$ is the module $L(\underline{\mathrm{P}})$ where

$$
P_{i}(u)=(u-a)^{\delta_{i j}} \quad \forall \quad i \in \mathbf{I} .
$$

In the special case where $a=0$, we simply write $L_{\varpi_{j}}$ for $L_{\varpi_{j}}(0)$.
Since $U(\mathfrak{g}) \subset Y_{\hbar}(\mathfrak{g})$, any finite-dimensional $Y_{\hbar}(\mathfrak{g})$-module $V$ admits a $\mathfrak{g}$-weight space decomposition

$$
V=\bigoplus_{\mu \in \Lambda} V_{\mu}, \quad \text { where } \quad V_{\mu}=\{v \in V: h v=\mu(h) v \quad \forall h \in \mathfrak{h}\} .
$$

If $V$ is a highest weight module with the highest weight $\underline{\lambda}=\left(\lambda_{i}(u)\right)_{i \in \mathbf{I}}$, then the $\mathfrak{g}$-weight $\lambda \in \Lambda$ of any highest weight vector is given by the formula $\lambda=$ $\sum_{i \in \mathbf{I}} d_{i}^{-1} \lambda_{i, 0} \varpi_{i}$, where $\lambda_{i}(u)=1+\hbar \sum_{r \geq 0} \lambda_{i, r} u^{-r-1}$ for each $i \in \mathbf{I}$, and the weight space $V_{\lambda}$ is one-dimensional. In particular, if $V \cong L(\underline{\mathrm{P}})$, then

$$
\lambda=\sum_{i \in \mathbf{I}} \operatorname{deg}\left(P_{i}(u)\right) \varpi_{i} \in \Lambda
$$

Observe that this implies that the $\mathfrak{g}$-weight of any highest weight vector in $L_{\varpi_{j}}(a)$ is indeed equal to the $j$-th fundamental weight $\lambda=\varpi_{j}$ of $\mathfrak{g}$.

The generating series $\xi_{i}(u)$ and $x_{i}^{ \pm}(u)$ introduced in Section 2.3 operate on any finite-dimensional representation $V$ of $Y_{\hbar}(\mathfrak{g})$ as the expansions at infinity of $\operatorname{End}(V)$ valued rational functions of $u$; see [GTL16, Prop. 3.6]. For a fixed $i \in \mathbf{I}$, the joint set of poles of these operators will be denoted $\sigma_{i}(V)$ :

$$
\begin{equation*}
\sigma_{i}(V):=\left\{\text { Poles of }\left.\xi_{i}(u)\right|_{V},\left.x_{i}^{ \pm}(u)\right|_{V} \in \operatorname{End}(V)(u)\right\} \subset \mathbb{C} \tag{2.10}
\end{equation*}
$$

These sets were the main object of study in [GW20]. They are determined by their values on the composition factors of $V$, and the sets $\sigma_{i}(L(\underline{\mathrm{P}}))$ were computed explicitly in terms of the the roots of the Drinfeld polynomials $P_{i}(u)$ and the inverse, normalized $q$-Cartan matrix $\mathbf{E}(z)$ of $\mathfrak{g}$ in Theorem 5.2 of [GW20]. These results, and their connection with the so-called Baxter polynomials of $L(\underline{\mathrm{P}})$, will be recalled in more detail in Section 5.2.

## 3. Braid group actions

In this section we will define an action of the braid group $\mathscr{B}_{\mathfrak{g}}$ corresponding to $\mathfrak{g}$ on the algebra $Y_{\hbar}^{0}(\mathfrak{g})$ by Hopf algebra automorphisms; see Sections 3.1 and 3.2. We will then establish various basic properties of this action, including explicit formulas for the action on generators (Section 3.3), a relation to Hecke algebras (Section 3.4), and finally its interactions with the universal $R$-matrix (Section 3.5).
3.1. The braid group. Denote the Weyl group of $\mathfrak{g}$ by $\mathscr{W}_{\mathfrak{g}}$, generated by the simple reflections $s_{i}$ for $i \in \mathbf{I}$. Recall that the braid group $\mathscr{B}_{\mathfrak{g}}$ associated to $\mathfrak{g}$ is
the group with generators $\tau_{i}$ for $i \in \mathbf{I}$, and the following defining relations: for all $i, j \in \mathbf{I}$ with $i \neq j$,

$$
\begin{equation*}
\underbrace{\tau_{i} \tau_{j} \tau_{i} \cdots}_{m_{i j} \text { factors }}=\underbrace{\tau_{j} \tau_{i} \tau_{j} \cdots}_{m_{i j} \text { factors }} \tag{3.1}
\end{equation*}
$$

Here $m_{i j}=m_{j i}$ is defined according to

$$
\begin{array}{c|cccc}
a_{i j} a_{j i} & 0 & 1 & 2 & 3 \\
\hline m_{i j} & 2 & 3 & 4 & 6
\end{array}
$$

There is a surjective map $\mathscr{B}_{\mathfrak{g}} \rightarrow \mathscr{W}_{\mathfrak{g}}$ onto the Weyl group defined by $\tau_{i} \mapsto s_{i}$, whose kernel is generated by the elements $\tau_{i}^{2}$. There is also a section $w \mapsto \tau_{w}$ of this surjection, defined by taking any reduced expression $w=s_{i_{1}} \cdots s_{i_{\ell}}$ and setting

$$
\tau_{w}=\tau_{i_{1}} \cdots \tau_{i_{\ell}}
$$

This is independent of the choice of reduced expression, and these elements satisfy $\tau_{v w}=\tau_{v} \tau_{w}$ whenever the lengths $\ell(v w)=\ell(v)+\ell(w)$ add; see [Lus10, §2.1.2], for instance.

Let $(V, \phi)$ be an integrable representation of $\mathfrak{g}$. Recall that this means that $V=\bigoplus_{\mu \in \Lambda} V_{\mu}$ breaks into weight spaces labelled by integral weights, and that $e_{i}, f_{i}$ act locally nilpotently on $V$. Define operators $\tau_{i}^{V}$ on $V$ by:

$$
\tau_{i}^{V}=\exp \left(\phi\left(e_{i}\right)\right) \exp \left(\phi\left(-f_{i}\right)\right) \exp \left(\phi\left(e_{i}\right)\right)
$$

These operators are functorial in $V$, in the natural sense. Note that since $\phi\left(e_{i}\right)$ and $\phi\left(-f_{i}\right)$ are locally nilpotent endomorphisms of $V$, each $\tau_{i}^{V}$ is an automorphism of $V$.

The following proposition summarizes several well-known, notable properties of the operators $\tau_{i}^{V}$. We refer the reader to $[\mathrm{Kum} 02, \S 1.3]$ or $[\operatorname{Kac} 90, \S 3]$, for example, for further details.

## Proposition 3.1.

(a) The map $\tau_{i} \mapsto \tau_{i}^{V}$ defines an action of $\mathscr{B}_{\mathfrak{g}}$ on $V$. In other words, the operators $\tau_{i}^{V}$ satisfy the braid relations (3.1).
(b) For any weight $\mu \in \Lambda, \tau_{i}^{V}$ intertwines the $\mu$ and $s_{i}(\mu)$ weight spaces of $V$ :

$$
\tau_{i}^{V}\left(V_{\mu}\right)=V_{s_{i}(\mu)}
$$

Moreover, for any $v \in V_{\mu}$ we have $\left(\tau_{i}^{V}\right)^{2}(v)=(-1)^{\left\langle\mu, \alpha_{i}^{\vee}\right\rangle} v$.
(c) If $V, W$ are both integrable representations of $\mathfrak{g}$, then

$$
\tau_{i}^{V \otimes W}=\tau_{i}^{V} \otimes \tau_{i}^{W}
$$

(d) If there is an algebra map $U(\mathfrak{g}) \rightarrow A$, and the corresponding adjoint action of $\mathfrak{g}$ on $A$ is integrable, then the maps $\tau_{i}^{A}$ are algebra automorphisms.
(e) Let $A$ be as in part (d) above, and $V$ a module for $A$. If the $\mathfrak{g}$ actions on $A$ and $V$ are both integrable, then

$$
\tau_{i}^{V}(a \cdot v)=\tau_{i}^{A}(a) \cdot \tau_{i}^{V}(v)
$$

for any $a \in A$ and $v \in V$.
3.2. Modified braid group operators. Recall from Section 2.2 that there is an embedding $U(\mathfrak{g}) \hookrightarrow Y_{\hbar}(\mathfrak{g})$, and in particular an adjoint action of $\mathfrak{g}$ on $Y_{\hbar}(\mathfrak{g})$. It is well-known that this action defines an integrable representation of $\mathfrak{g}$ :
Lemma 3.2. The action of $\mathfrak{g}$ on $Y_{\hbar}(\mathfrak{g})$ is integrable.
Consequently, we can consider the algebra automorphisms $\tau_{i}^{Y_{\hbar}(\mathfrak{g})}$ as in the previous section for $i \in \mathbf{I}$. For simplicity, we denote these elements by $\tau_{i}$. By Proposition 3.1 , they define an action of the braid group $\mathscr{B}_{\mathfrak{g}}$ on $Y_{\hbar}(\mathfrak{g})$.

Consider the subsets $N^{ \pm}=\left\{x_{i, r}^{ \pm}: i \in \mathbf{I}, r \in \mathbb{Z}_{\geq 0}\right\}$, and the corresponding left ideals $Y_{\hbar}(\mathfrak{g}) N^{ \pm}$and right ideals $N^{ \pm} Y_{\hbar}(\mathfrak{g})$. The PBW Theorem implies that

$$
Y_{\hbar}(\mathfrak{g})=Y_{\hbar}^{0}(\mathfrak{g}) \oplus\left(N^{-} Y_{\hbar}(\mathfrak{g})+Y_{\hbar}(\mathfrak{g}) N^{+}\right)
$$

Consider the corresponding projection $\Pi$ onto the direct summand $Y_{\hbar}^{0}(\mathfrak{g})$ :

$$
\begin{equation*}
\Pi: Y_{\hbar}(\mathfrak{g}) \longrightarrow Y_{\hbar}^{0}(\mathfrak{g}) . \tag{3.2}
\end{equation*}
$$

If $\beta \in Q$ is any non-zero weight, then the corresponding weight space $Y_{\hbar}(\mathfrak{g})_{\beta}$ is in the kernel of $\Pi$. Meanwhile, the restriction of $\Pi$ to the zero weight space $Y_{\hbar}(\mathfrak{g})_{0}$ coincides with the projection along the direct sum

$$
Y_{\hbar}(\mathfrak{g})_{0}=Y_{\hbar}^{0}(\mathfrak{g}) \oplus\left(Y_{\hbar}(\mathfrak{g})_{0} \cap N^{-} Y_{\hbar}(\mathfrak{g}) \cap Y_{\hbar}(\mathfrak{g}) N^{+}\right)
$$

This restriction is an algebra homomorphism, since $Y_{\hbar}(\mathfrak{g})_{0} \cap N^{-} Y_{\hbar}(\mathfrak{g}) \cap Y_{\hbar}(\mathfrak{g}) N^{+}$ is an ideal in the ring $Y_{\hbar}(\mathfrak{g})_{0}$.
Definition 3.3. The modified braid group operators are the maps

$$
\mathrm{T}_{i}: Y_{\hbar}^{0}(\mathfrak{g}) \longrightarrow Y_{\hbar}^{0}(\mathfrak{g}) \quad \text { for } i \in \mathbf{I}
$$

defined by the composition $\mathrm{T}_{i}=\left.\Pi \circ \tau_{i}\right|_{Y_{\hbar}^{0}(\mathfrak{g})}$.
Our goal in the rest of this section will be to prove the following theorem:
Theorem 3.4. The operators $\mathrm{T}_{i}$ define an action of the braid group $\mathscr{B}_{\mathfrak{g}}$ on $Y_{\hbar}^{0}(\mathfrak{g})$ by Hopf algebra automorphisms.

Here it is understood that $Y_{\hbar}^{0}(\mathfrak{g})$ is equipped with its Drinfeld Hopf algebra structure, as defined in Section 2.4 just below equation (2.9). We will prove this theorem in a sequence of results. In Lemma 3.5, we will show that each $\mathrm{T}_{i}$ is a Hopf algebra automorphism of $Y_{\hbar}^{0}(\mathfrak{g})$. Afterwards we will prove in Lemma 3.6 that, for each $w \in \mathscr{W}_{\mathfrak{g}}$, the modified analogue $\mathrm{T}_{w}$ of the operator $\tau_{w}$ (see (3.3)) is independent of the choice of reduced expression for $w$. This will allow us to conclude in Corollary 3.9 that the operators $\mathrm{T}_{i}$ indeed satisfy the defining braid relations of $\mathscr{B}_{\mathfrak{g}}$, thus completing the proof of the theorem.
Lemma 3.5. Each $\mathrm{T}_{i}$ is a Hopf algebra automorphism of $Y_{\hbar}^{0}(\mathfrak{g})$.
Proof. Since $Y_{\hbar}(\mathfrak{g})_{0}$ is preserved by $\tau_{i}, Y_{\hbar}^{0}(\mathfrak{g})$ is a subset of $Y_{\hbar}(\mathfrak{g})_{0}$, and $\left.\Pi\right|_{Y_{\hbar}(\mathfrak{g})_{0}}$ is an algebra homomorphism, we see that $\mathrm{T}_{i}$ is an algebra homomorphism.

To see that it is an automorphism, note that $\tau_{i}$ and $\Pi$ are both filtered maps of degree zero; that is, they preserve the subspace $\mathcal{F}_{n} Y_{\hbar}(\mathfrak{g})$, for each $n \geq 0$. Therefore, $\mathrm{T}_{i}=\left.\Pi \circ \tau_{i}\right|_{Y_{\hbar}^{0}(\mathfrak{g})}$ is as well, and will thus be invertible provided its associated
graded map $\operatorname{gr}\left(\mathbf{T}_{i}\right)$ is. Since $\operatorname{gr} Y_{\hbar}^{0}(\mathfrak{g}) \cong U(\mathfrak{h}[t])$, we may view the latter map as a homomorphism

$$
\operatorname{gr}\left(\mathbf{T}_{i}\right)=\operatorname{gr}(\Pi) \circ \operatorname{gr}\left(\left.\tau_{i}\right|_{Y_{\hbar}^{0}(\mathfrak{g})}\right): U(\mathfrak{h}[t]) \rightarrow U(\mathfrak{h}[t]) .
$$

Moreover, since the adjoint action of $\mathfrak{g}$ on $Y_{\hbar}(\mathfrak{g})$ deforms its adjoint action on the enveloping algebra $U(\mathfrak{g}[t])$, the definition of $\tau_{i}$ yields that

$$
\operatorname{gr}\left(\left.\tau_{i}\right|_{Y_{\hbar}^{0}(\mathfrak{g})}\right)=\left.\tau_{i}^{U(\mathfrak{g}[t])}\right|_{U(\mathfrak{h}[t])}
$$

Observe that $\tau_{i}^{U(\mathfrak{g}[t])}$ restricts to the automorphism of $U(\mathfrak{h}[t])$ determined by the action of the simple reflection $s_{i} \in \mathscr{W}_{\mathfrak{g}}$ on $\mathfrak{h}[t]$. That is, one has

$$
\tau_{i}^{U(\mathfrak{g}[t])}\left(h t^{k}\right)=h t^{k}-\alpha_{i}(h) h_{i} t^{k}=s_{i}(h) t^{k}
$$

for each $h \in \mathfrak{h}$ and non-negative integer $k$. In particular, the image of $\left.\tau_{i}^{U(\mathfrak{g}[t])}\right|_{U(\mathfrak{h}[t])}$ is contained in $U(\mathfrak{h}[t])$. As $\left.\operatorname{gr}(\Pi)\right|_{U(\mathfrak{h}[t])}$ is the identity map, we can conclude that

$$
\operatorname{gr}\left(\mathrm{T}_{i}\right)=\operatorname{gr}(\Pi) \circ \operatorname{gr}\left(\left.\tau_{i}\right|_{Y_{h}^{0}(\mathfrak{g})}\right)=\left.\tau_{i}^{U(\mathfrak{g}[t])}\right|_{U(\mathfrak{h}[t])} \in \operatorname{Aut}(U(\mathfrak{h}[t]))
$$

This completes the proof that $\mathrm{T}_{i}$ is invertible.
Finally, that $\mathrm{T}_{i}$ is a coalgebra homomorphism commuting with the antipode $S^{0}$ of $Y_{\hbar}^{0}(\mathfrak{g})$ follows immediately from the formulas of Proposition 3.8 or Corollary 3.9 established in the next section, using that $\xi_{i}(u)$ and $A_{i}(u)$ are grouplike series; see above (2.9).

Recall that every $w \in \mathscr{W}_{\mathfrak{g}}$ has a lift $\tau_{w} \in \mathscr{B}_{\mathfrak{g}}$, and therefore a corresponding automorphism of $Y_{\hbar}(\mathfrak{g})$ which we also denote by $\tau_{w}$.

Lemma 3.6. Let $w=s_{i_{1}} \cdots s_{i_{\ell}}$ be a reduced expression. Then

$$
\left.\Pi \circ \tau_{w}\right|_{Y_{\hbar}^{0}(\mathfrak{g})}=\mathrm{T}_{i_{1}} \cdots \mathrm{~T}_{i_{\ell}}
$$

In particular, the right-hand side of this equation is independent of the choice of reduced expression.

For each $w \in \mathscr{W}_{\mathfrak{g}}$, we denote the element defined by the lemma by

$$
\begin{equation*}
\mathrm{T}_{w}:=\left.\Pi \circ \tau_{w}\right|_{Y_{\hbar}^{0}(\mathfrak{g})}=\mathrm{T}_{i_{1}} \cdots \mathrm{~T}_{i_{\ell}} . \tag{3.3}
\end{equation*}
$$

The following proof is essentially taken from [Wee16, Thm. 5.3.19] in the second author's PhD thesis, though the proof there contains a mistake: it only includes $n=1$ !

Proof. We begin by noting that for any $a \in Y_{\hbar}^{0}(\mathfrak{g})$ we have

$$
\begin{equation*}
\tau_{i}(a)=\mathrm{T}_{i}(a)+\sum_{n \geq 1} Y_{\hbar}(\mathfrak{g})_{-n \alpha_{i}} Y_{\hbar}(\mathfrak{g})_{n \alpha_{i}} \tag{3.4}
\end{equation*}
$$

This follows from the construction of $\tau_{i}$, via the adjoint action of the elements $x_{i, 0}^{ \pm}$. Next, recall that for $\beta \in Q$ we have $\tau_{i}\left(Y_{\hbar}(\mathfrak{g})_{\beta}\right)=Y_{\hbar}(\mathfrak{g})_{s_{i} \beta}$. Using this and (3.4) it
follows that

$$
\tau_{i_{1}} \cdots \tau_{i_{\ell}}(a)=\mathrm{T}_{i_{1}} \cdots \mathrm{~T}_{i_{\ell}}(a)+\sum_{b=1}^{\ell} \sum_{n \geq 1} Y_{\hbar}(\mathfrak{g})_{-n s_{i_{1}} \cdots s_{i_{b-1}} \alpha_{i_{b}}} Y_{\hbar}(\mathfrak{g})_{n s_{i_{1}} \cdots s_{i_{b-1}} \alpha_{i_{b}}}
$$

If $w=s_{i_{1}} \cdots s_{i_{\ell}}$ is a reduced expression, then the elements $s_{i_{1}} \cdots s_{i_{b-1}} \alpha_{i_{b}}$ are positive roots: they are precisely the elements of the inversion set of $w[\mathrm{Kum} 02$, Lem. 1.3.14]. But for any positive element $\beta \in Q^{+}$, the product $Y_{\hbar}(\mathfrak{g})_{-\beta} Y_{\hbar}(\mathfrak{g})_{\beta}$ is killed by П. This proves the claim.

Since both sides of any braid relation (3.1) are reduced expressions, we conclude from the previous lemma that:

Corollary 3.7. The operators $\mathrm{T}_{i}$ satisfy the braid relations (3.1).
3.3. Computing $\mathrm{T}_{i}$ on generators. To compute the action of the modified braid group operators $\mathrm{T}_{i}$ on $Y_{\hbar}^{0}(\mathfrak{g})$ explicitly, we will use the generating series $\left(A_{j}(u)\right)_{j \in \mathbf{I}}$ of $Y_{\hbar}^{0}(\mathfrak{g})$ from [GKLO05], whose definition is recalled in Section 2.3. The first assertion of the following proposition was established for simply-laced types in [Wee16, Lem. 5.3.16] using a different argument.
Proposition 3.8. For each $i \in \mathbf{I}$, we have

$$
\tau_{i}\left(A_{j}(u)\right)= \begin{cases}D_{i}(u) & \text { if } j=i \\ A_{j}(u) & \text { if } j \neq i\end{cases}
$$

Consequently, the action of $\mathrm{T}_{i}$ on $Y_{\hbar}^{0}(\mathfrak{g})$ is uniquely determined by the formula

$$
\mathrm{T}_{i}\left(A_{j}(u)\right)=A_{j}(u) \xi_{i}(u)^{\delta_{i j}} \quad \forall \quad j \in \mathbf{I}
$$

Proof. By Part (1) of Corollary 2.4, $\tau_{j}\left(A_{i}(u)\right)=A_{i}(u)$ if $j \neq i$. Moreover, using the relations of Parts (2) and (3) of that corollary, we obtain

$$
\begin{aligned}
\tau_{i}\left(A_{i}(u)\right) & =\exp \left(\operatorname{ad}\left(e_{i}\right)\right) \exp \left(-\operatorname{ad}\left(f_{i}\right)\right) \exp \left(\operatorname{ad}\left(e_{i}\right)\right)\left(A_{i}(u)\right) \\
& =\exp \left(\operatorname{ad}\left(e_{i}\right)\right) \exp \left(-\operatorname{ad}\left(f_{i}\right)\right)\left(A_{i}(u)+B_{i}(u)\right) \\
& =\exp \left(\operatorname{ad}\left(e_{i}\right)\right)\left(A_{i}(u)+B_{i}(u)-\left(A_{i}(u)-C_{i}(u)-D_{i}(u)\right)-C_{i}(u)\right) \\
& =\exp \left(\operatorname{ad}\left(e_{i}\right)\right)\left(B_{i}(u)+D_{i}(u)\right) \\
& =B_{i}(u)+D_{i}(u)-B_{i}(u)=D_{i}(u)
\end{aligned}
$$

which completes the proof of the first statement of the proposition. The stated formula for $\mathrm{T}_{i}\left(A_{j}(u)\right)$ now follows from the definition of $\mathrm{T}_{i}$ (namely, $\mathrm{T}_{i}=\Pi \circ$ $\left.\left.\tau_{i}\right|_{Y_{\hbar}^{0}(\mathfrak{g})}\right)$ and that

$$
\Pi\left(D_{i}(u)\right)=\Pi\left(A_{i}(u) \xi_{i}(u)+C_{i}(u) A_{i}^{-1}(u) B_{i}(u)\right)=A_{i}(u) \xi_{i}(u)
$$

Next, recall from Remark 2.2 that, for each $i \in \mathbf{I}, t_{i}(u) \in u^{-1} Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$ is the formal series logarithm of $\xi_{i}(u): t_{i}(u)=\log \xi_{i}(u)$. We further recall that $\mathrm{q}=e^{\frac{\hbar}{2} \partial_{u}}$, viewed as an operator on $Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$.

Corollary 3.9. Let $i, j \in \mathbf{I}$. Then the action of $\mathrm{T}_{i}$ on $t_{j}(u)$ and $\xi_{j}(u)$ is given by

$$
\mathrm{T}_{i}\left(t_{j}(u)\right)=t_{j}(u)-\mathrm{q}^{-d_{i}}\left[a_{i j}\right]_{\mathbf{q}^{d_{i}}}\left(t_{i}(u)\right),
$$

$$
\mathrm{T}_{i}\left(\xi_{j}(u)\right)=\xi_{j}(u) \prod_{k=0}^{\left|a_{i j}\right|-1} \xi_{i}\left(u-\frac{\hbar d_{i}}{2}\left(\left|a_{i j}\right|-2 k\right)\right)^{(-1)^{\delta_{i j}}}
$$

Proof. By Proposition 3.8, one has $\mathrm{T}_{i}\left(a_{j}(u)\right)=a_{j}(u)+\delta_{i j} t_{i}(u)$ for each $i, j \in \mathbf{I}$, where we recall from Remark 2.2 that $a_{j}(u)=\log A_{j}(u)$. The stated formula for $\mathrm{T}_{i}\left(t_{j}(u)\right)$ is a consequence of this identity and the relation (2.3). One then obtains the given formula for $\mathrm{T}_{i}\left(\xi_{j}(u)\right)$ by exponentiating and using that

$$
\begin{equation*}
-\mathrm{q}^{-d_{j}}\left[a_{j i}\right]_{\mathrm{q}^{d_{j}}}=(-1)^{\delta_{i j}} \sum_{\ell=0}^{\left|a_{j i}\right|-1} \mathrm{q}^{-d_{j}\left(\left|a_{j i}\right|-2 \ell\right)} \tag{3.5}
\end{equation*}
$$

3.4. Action of the Hecke algebra of type $\mathfrak{g}$. In this section we show that the $\mathscr{B}_{\mathfrak{g}}$-action on $Y_{\hbar}^{0}(\mathfrak{g})$ from Theorem 3.4 gives rise to an action of the Hecke algebra associated to $\mathfrak{g}$, with parameters encoded by the symmetrizing integers $\left(d_{j}\right)_{j \in \mathbf{I}}$, on a deformation of the space $\mathfrak{h}[t]$. We begin by recalling the definition and basic properties of the relevant Hecke algebra, following [Lus03].

Definition 3.10. The Iwahori-Hecke algebra $\mathscr{H}_{z}(\mathfrak{g})$ is the unital associative $\mathbb{C}\left[z, z^{-1}\right]$-algebra generated by elements $\left\{T_{i}\right\}_{i \in \mathbf{I}}$, subject to the relations

$$
\underbrace{T_{i} T_{j} T_{i} \cdots}_{m_{i j} \text { factors }}=\underbrace{T_{j} T_{i} T_{j} \cdots}_{m_{i j} \text { factors }} \quad \text { and } \quad\left(T_{i}-z_{i}\right)\left(T_{i}+z_{i}^{-1}\right)=0
$$

for all $i, j \in \mathbf{I}$ with $j \neq i$, where $z_{i}=z^{d_{i}}$ and $m_{i j}$ is as in (3.1).
The second set of relations appearing in the definition of $\mathscr{H}_{z}(\mathfrak{g})$ are called the Hecke relations; note that they immediately imply that each generator $T_{i}$ is invertible. Thus, there is a surjective $\mathbb{C}\left[z, z^{-1}\right]$-algebra homomorphism

$$
\pi_{\mathscr{H}}: \mathbb{C}\left[\mathscr{B}_{\mathfrak{g}}\right] \otimes \mathbb{C}\left[z, z^{-1}\right] \rightarrow \mathscr{H}_{z}(\mathfrak{g}), \quad \tau_{i} \mapsto T_{i} \quad \forall \quad i \in \mathbf{I}
$$

with kernel generated by the Hecke relations as an ideal.
The Hecke algebra $\mathscr{H}_{z}(\mathfrak{g})$ is a flat deformation of the group algebra $\mathbb{C}\left[\mathscr{W}_{\mathfrak{g}}\right]$ over the ring $\mathbb{C}\left[z, z^{-1}\right]$ : the quotient of $\mathscr{H}_{z}(\mathfrak{g})$ by the ideal $(z-1) \mathscr{H}_{z}(\mathfrak{g})$ coincides with the group algebra $\mathbb{C}\left[\mathscr{W}_{\mathfrak{g}}\right]$. The flatness is due to the well-known fact that $\mathscr{H}_{z}(\mathfrak{g})$ is a free module over $\mathbb{C}\left[z, z^{-1}\right]$ with basis given by $\left\{T_{w}\right\}_{w \in \mathscr{W}_{\mathfrak{g}}}$, where $T_{w}:=\pi_{\mathscr{H}}\left(\tau_{w}\right)$. We refer the reader to [Lus03, §3], for instance, for further details.

Let us now introduce the vector space $\mathbb{V}=\bigcup_{r \geq 0} \mathbb{V}_{r} \subset Y_{\hbar}^{0}(\mathfrak{g})$, where

$$
\mathbb{V}_{r}=\bigoplus_{k=0}^{r} \operatorname{span}\left\{t_{j, k}: j \in \mathbf{I}\right\} \quad \forall \quad r \geq 0
$$

Let $\mathbf{z}:=\left.\tau_{-\frac{\hbar}{2}}\right|_{\mathbb{V}} \in \operatorname{End}(\mathbb{V})$, where we recall that, for each $a \in \mathbb{C}, \tau_{a}$ is the shift automorphism of $Y_{\hbar}(\mathfrak{g})$ determined by $\tau_{a}(y(u))=y(u-a)$ for $y \in\left\{x_{i}^{ \pm}, \xi_{i}\right\}$. Note that z is invertible with inverse $\left.\tau_{\frac{\hbar}{2}}\right|_{\mathbb{V}}$. In what follows, we shall view $\mathbb{V}$ as a $\mathbb{C}\left[z, z^{-1}\right]$ module via the inclusion $\mathbb{C}\left[z, z^{-1}\right] \hookrightarrow \mathrm{GL}(\mathbb{V})$ sending $z$ to $z$.
Proposition 3.11. The assignment $\left.T_{i} \mapsto \mathbf{z}^{d_{i}} \circ \mathrm{~T}_{i}\right|_{\mathbb{V}}$ for each $i \in \mathbf{I}$ defines a $\mathscr{H}_{z}(\mathfrak{g})$ module structure on $\mathbb{V}$ for which $\mathbb{V}_{r}$ is a submodule for any $r \geq 0$.

Proof. As $\mathrm{q}^{d}\left(t_{i}(u)\right)=t_{i}(u+d \hbar / 2)=\mathrm{z}^{d}\left(t_{i}(u)\right)$ for any $d \in \mathbb{Z}$ and $i \in \mathbf{I}$, we can rewrite the first formula of Corollary 3.9 as

$$
\begin{equation*}
\mathbf{T}_{i}\left(t_{j, k}\right)=t_{j, k}-\mathbf{z}^{-d_{i}}\left[a_{i j}\right]_{\mathbf{z}^{d_{i}}}\left(t_{i, k}\right) \quad \forall \quad i, j \in \mathbf{I}, k \geq 0 \tag{3.6}
\end{equation*}
$$

where we recall that $\mathbf{z}^{-d_{i}}\left[a_{i j}\right]_{z^{d_{i}}}$ is a Laurent polynomial in z; see (3.5). It follows that the operators $\mathrm{T}_{i}$ restrict to linear automorphisms of $\mathbb{V}$ which satisfy the defining braid relations of $\mathscr{B}_{\mathfrak{g}}$.

The formulas of Corollary 3.9 also imply that $\mathbf{T}_{i} \circ \tau_{a}=\tau_{a} \circ \mathbf{T}_{i}$ for each $i \in \mathbf{I}$ and $a \in \mathbb{C}$. Thus, $\mathrm{T}_{i}$ and z commute, and the assignment $\left.\tau_{i} \mapsto \mathrm{z}^{d_{i}} \circ \mathrm{~T}_{i}\right|_{\mathbb{V}}$ defines an algebra homomorphism

$$
\mathbb{C}\left[\mathscr{B}_{\mathfrak{g}}\right] \otimes \mathbb{C}\left[z, z^{-1}\right] \rightarrow \operatorname{End}_{\mathbb{C}\left[z, z^{-1}\right]}(\mathbb{V})
$$

Hence, to see that that $\mathbb{V}$ is a $\mathscr{H}_{z}(\mathfrak{g})$-module, we are left to show that the operators $\left.z^{d_{i}} \circ \mathrm{~T}_{i}\right|_{\mathbb{V}}$ satisfy the Hecke relations. Equivalently, we must prove that the following identity holds on $\mathbb{V}$, for each $i \in \mathbf{I}$ :

$$
\begin{equation*}
\left.\mathrm{T}_{i}^{2}\right|_{\mathbb{V}}+\left.\left(\mathrm{z}^{-2 d_{i}}-\mathrm{Id}_{\mathbb{V}}\right) \circ \mathrm{T}_{i}\right|_{\mathbb{V}}=\mathrm{z}^{-2 d_{i}} \circ \mathrm{Id}_{\mathbb{V}} \tag{3.7}
\end{equation*}
$$

To see this, first note that we have

$$
\begin{aligned}
& \mathrm{T}_{i}^{2}\left(t_{j}(u)\right)= \mathrm{T}_{i}\left(t_{j}(u)\right)-\mathrm{z}^{-d_{i}}\left[a_{i j}\right]_{\mathrm{z}^{d_{i}}}\left(\mathrm{~T}_{i}\left(t_{i}(u)\right)\right) \\
&=t_{j}(u)+\left(\mathrm{z}^{-d_{i}}[2]_{\mathrm{z}^{d_{i}}} \mathrm{z}^{-d_{i}}\left[a_{i j}\right]_{\mathrm{z}^{d_{i}}}-2 \mathrm{z}^{-d_{i}}\left[a_{i j}\right]_{\mathrm{z}^{d_{i}}}\right)\left(t_{i}(u)\right) \\
&\left(\mathrm{z}^{-2 d_{i}}-\mathrm{Id}_{\mathbb{V}}\right)\left(\mathrm{T}_{i}\left(t_{j}(u)\right)\right)=\left(\mathbf{z}^{-2 d_{i}}-\mathrm{Id}_{\mathbb{V}}\right)\left(t_{j}(u)-\mathrm{z}^{-d_{i}}\left[a_{i j}\right]_{\mathrm{z}^{d_{i}}}\left(t_{i}(u)\right)\right) \\
&\left.=\left(\mathbf{z}^{-2 d_{i}}-\operatorname{Id}_{\mathbb{V}}\right)\left(t_{j}(u)\right)-\left(\mathbf{z}^{-2 d_{i}}-1\right) \mathrm{z}^{-d_{i}}\left[a_{i j}\right]_{\mathrm{z}^{d_{i}}}\left(t_{i}(u)\right)\right)
\end{aligned}
$$

Adding together these two expressions yields

$$
\begin{aligned}
\left(\left.\mathrm{T}_{i}^{2}\right|_{\mathbb{V}}+\right. & \left.\left.\left(\mathbf{z}^{-2 d_{i}}-\mathrm{Id}_{\mathbb{V}}\right) \circ \mathrm{T}_{i}\right|_{\mathbb{V}}\right)\left(t_{j}(u)\right) \\
& =\mathbf{z}^{-2 d_{i}}\left(t_{j}(u)\right)+\left(\mathbf{z}^{-d_{i}}[2]_{\mathbf{z}^{d_{i}}}-\mathbf{z}^{-2 d_{i}}-1\right) \mathbf{z}^{-d_{i}}\left[a_{i j}\right]_{\mathbf{z}^{d_{i}}}\left(t_{i}(u)\right) \\
& =\mathbf{z}^{-2 d_{i}}\left(t_{j}(u)\right)
\end{aligned}
$$

where in the last equality we have used that $[2]_{z^{d_{i}}}=z^{d_{i}}+z^{-d_{i}}$. This completes the proof of (3.7), and thus establishes the first assertion of the proposition. That $\mathbb{V}_{r}$ is a $\mathscr{H}_{z}(\mathfrak{g})$-submodule of $\mathbb{V}$ for any $r \geq 0$ now follows immediately from the fact that it is preserved by $\mathbf{z}$ and $\mathrm{T}_{i}$ for any $i \in \mathbf{I}$; see (3.6).
3.5. The universal $R$-matrix and lifted minors. We now turn to studying how the operators $\tau_{i}$ and $\mathrm{T}_{i}$ interact with the universal $R$-matrix of the Yangian as well as the so-called lifted minors (or matrix coefficients) it defines on any finitedimensional representation.

Since the shift homomorphism $\tau_{z}: Y_{\hbar}(\mathfrak{g}) \rightarrow Y_{\hbar}(\mathfrak{g})[z]$ restricts to the identity map on $U(\mathfrak{g})$, the intertwiner equation (2.5) implies that $\mathcal{R}(z)$ is a $\mathfrak{g}$-invariant element of $Y_{\hbar}(\mathfrak{g})^{\otimes 2} \llbracket z^{-1} \rrbracket$. That is, one has

$$
[\Delta(x), \mathcal{R}(z)]=0 \quad \forall \quad x \in U(\mathfrak{g})
$$

It follows that $\mathcal{R}(z)$ is fixed by $\exp (\operatorname{ad}(x)) \otimes \exp (\operatorname{ad}(x))$ for any $x \in \mathfrak{g}$, and thus by $\tau_{i} \otimes \tau_{i}$ for each $i \in \mathbf{I}$. This observation proves the first part of the below proposition.

Proposition 3.12. For each $i \in \mathbf{I}$, we have

$$
\left(\tau_{i} \otimes \tau_{i}\right)(\mathcal{R}(z))=\mathcal{R}(z) \quad \text { and } \quad\left(\mathrm{T}_{i} \otimes \mathrm{~T}_{i}\right)\left(\mathcal{R}^{0}(z)\right)=\mathcal{R}^{0}(z)
$$

Proof. It remains to prove that $\mathcal{R}^{0}(z)$ is fixed by $\mathrm{T}_{i} \otimes \mathrm{~T}_{i}$ for each $i \in \mathbf{I}$. To this end, observe that the restriction of $\Pi \otimes \Pi$ to the weight zero component $\left(Y_{\hbar}(\mathfrak{g}) \otimes Y_{\hbar}(\mathfrak{g})\right)_{0}$ is an algebra homomorphism

$$
\begin{equation*}
\left.(\Pi \otimes \Pi)\right|_{\left(Y_{\hbar}(\mathfrak{g}) \otimes Y_{\hbar}(\mathfrak{g})\right)_{0}}:\left(Y_{\hbar}(\mathfrak{g}) \otimes Y_{\hbar}(\mathfrak{g})\right)_{0} \rightarrow Y_{\hbar}^{0}(\mathfrak{g}) \otimes Y_{\hbar}^{0}(\mathfrak{g}) \tag{3.8}
\end{equation*}
$$

Indeed, this follows from the observation above Definition 3.3 applied to the Yangian $Y_{\hbar}(\mathfrak{g} \oplus \mathfrak{g}) \cong Y_{\hbar}(\mathfrak{g}) \otimes Y_{\hbar}(\mathfrak{g})$ associated to the semisimple Lie algebra $\mathfrak{g} \oplus \mathfrak{g}$.

Since the universal $R$-matrix $\mathcal{R}(z)$ and its components $\mathcal{R}^{ \pm}(z)$ and $\mathcal{R}^{0}(z)$ have weight zero with $\Pi^{\otimes 2}\left(\mathcal{R}^{ \pm}(z)\right)=1$ and $\Pi^{\otimes 2}\left(\mathcal{R}^{0}(z)\right)=\mathcal{R}^{0}(z)$, the above observation implies that

$$
(\Pi \otimes \Pi)(\mathcal{R}(z))=\Pi^{\otimes 2}\left(\mathcal{R}^{+}(z)\right) \cdot \Pi^{\otimes 2}\left(\mathcal{R}^{0}(z)\right) \cdot \Pi^{\otimes 2}\left(\mathcal{R}^{-}(z)\right)=\mathcal{R}^{0}(z)
$$

Therefore, applying $\Pi \otimes \Pi$ to both sides of the identity $\left(\tau_{i} \otimes \tau_{i}\right)(\mathcal{R}(z))=\mathcal{R}(z)$ yields

$$
\left(\Pi \circ \tau_{i}\right)^{\otimes 2}(\mathcal{R}(z))=\mathcal{R}^{0}(z)
$$

We claim that the left-hand side of this relation coincides with $\left(\mathrm{T}_{i} \otimes \mathrm{~T}_{i}\right)\left(\mathcal{R}^{0}(z)\right)$. To see this, note that the observation (3.8) implies that

$$
\left(\Pi \circ \tau_{i}\right)^{\otimes 2}(\mathcal{R}(z))=\left(\Pi \circ \tau_{i}\right)^{\otimes 2}\left(\mathcal{R}^{+}(z)\right) \cdot \mathrm{T}_{i}^{\otimes 2}\left(\mathcal{R}^{0}(z)\right) \cdot\left(\Pi \circ \tau_{i}\right)^{\otimes 2}\left(\mathcal{R}^{-}(z)\right)
$$

Thus, we are left to see that $\left(\Pi \circ \tau_{i}\right)^{\otimes 2}\left(\mathcal{R}^{ \pm}(z)\right)=1$. This follows from the fact that $Y_{\hbar}(\mathfrak{g})_{\alpha}$ is in the kernel of $\Pi$ for any nonzero $\alpha \in Q$, and that

$$
\tau_{i}^{\otimes 2}\left(\mathcal{R}^{ \pm}(z)-1\right)=\sum_{\beta>0} \tau_{i}^{\otimes 2}\left(\mathcal{R}_{\beta}^{ \pm}(z)\right) \subset Y_{\hbar}(\mathfrak{g})^{\otimes 2} \llbracket z^{-1} \rrbracket
$$

where the sum is taken over all nonzero $\beta \in Q^{+}$and the coefficients of $\tau_{i}^{\otimes 2}\left(\mathcal{R}_{\beta}^{ \pm}(z)\right)$ belong to $Y_{\hbar}(\mathfrak{g})_{ \pm s_{i}(\beta)} \otimes Y_{\hbar}(\mathfrak{g})_{\mp s_{i}(\beta)} \subset \operatorname{Ker}(\Pi \otimes \Pi)$ for each $\beta$.

Given a finite-dimensional representation $V$ of $Y_{\hbar}(\mathfrak{g})$ with action homomorphism $\pi_{V}: Y_{\hbar}(\mathfrak{g}) \rightarrow \operatorname{End}(V)$, we define $\mathscr{T}_{V}(u)$ and $\mathscr{T}_{V}^{0}(u)$ in $\operatorname{End}(V) \otimes Y_{\hbar}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$ by

$$
\mathscr{T}_{V}(u):=\left(\pi_{V} \otimes \operatorname{Id}\right)(\mathscr{R}(-u)) \quad \text { and } \quad \mathscr{T}_{V}^{0}(u):=\left(\pi_{V} \otimes \operatorname{Id}\right)\left(\mathscr{R}^{0}(-u)\right)
$$

where we recall that $\mathscr{R}(u)=\mathcal{R}_{21}(u)$ (i.e., it is the universal $R$-matrix of $Y_{\hbar}(\mathfrak{g})$ as defined in [Dri85, Thm. 3]), and we have set $\mathscr{R}^{0}(u)=\mathcal{R}_{21}^{0}(u)$.

Remark 3.13. Provided $V$ has a non-trivial composition factor, the coefficients of $\mathscr{T}_{V}(u)$ generate $Y_{\hbar}(\mathfrak{g})$ as an algebra, and $Y_{\hbar}(\mathfrak{g})$ can be rebuilt from $\mathscr{T}_{V}(u)$ via generators and relations using the so-called $R$-matrix formalism for constructing quantum groups; see [Dri85, Thm. 6] and [Wen18, Thm. 6.2].

To each pair $(v, f) \in V \times V^{*}$, we may associate coefficients $\mathscr{T}_{f, v}(u) \in Y_{\hbar}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$ of $\mathscr{T}_{V}(u)$ and $\mathscr{T}_{f, v}^{0}(u) \in Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$ of $\mathscr{T}_{V}^{0}(u)$ by setting

$$
\mathscr{T}_{f, v}(u):=(f \otimes \operatorname{Id})\left(\mathscr{T}_{V}(u) v\right) \quad \text { and } \quad \mathscr{T}_{f, v}^{0}(u):=(f \otimes \operatorname{Id})\left(\mathscr{T}_{V}^{0}(u) v\right)
$$

Following $\left[\mathrm{KTW}^{+} 19, \S 5.3\right]$ and [Wee16, §4.3.2], we call these elements lifted minors.
Corollary 3.14. Let $v \in V$ and $f \in V^{*}$. Then for each $i \in \mathbf{I}$, one has

$$
\tau_{i}\left(\mathscr{T}_{f, v}(u)\right)=\mathscr{T}_{\tau_{i}(f), \tau_{i}(v)}(u)
$$

Moreover, the adjoint action of any $x \in \mathfrak{g}$ on $\mathscr{T}_{f, v}(u)$ is given by

$$
\left[x, \mathscr{T}_{f, v}(u)\right]=\mathscr{T}_{x \cdot f, v}(u)+\mathscr{T}_{f, x \cdot v}(u)
$$

Proof. Since $\tau_{i}(f)=\tau_{i}^{V^{*}}(f)=f \circ\left(\tau_{i}^{V}\right)^{-1}$, the first assertion of the corollary is a consequence of the definition of $\mathscr{T}_{f, v}(u)$ and the two relations

$$
\begin{gathered}
\left(\tau_{i}^{V}\right)^{-1}\left(\pi_{V}(x) \tau_{i}^{V}(v)\right)=\pi_{V}\left(\tau_{i}^{-1}(x)\right) v \\
\left(\tau_{i}^{-1} \otimes \operatorname{Id}\right)(\mathscr{R}(u))=\left(\operatorname{Id} \otimes \tau_{i}\right)(\mathscr{R}(u))
\end{gathered}
$$

which are due to the last part of Proposition 3.1 and the first equality of Proposition 3.12, respectively. Similarly, the relation $\left[x, \mathscr{T}_{f, v}(u)\right]=\mathscr{T}_{x \cdot f, v}(u)+\mathscr{T}_{f, x \cdot v}(u)$ is a consequence of the definition of $\mathscr{T}_{f, v}(u)$ and the $\mathfrak{g}$-invariance of $\mathscr{R}(u)$.
Remark 3.15. Let $V$ be a finite-dimensional representation of $Y_{\hbar}(\mathfrak{g})$, let $v \in V$ be a highest weight vector, and let $f \in V^{*}$. Then, for each $w \in \mathscr{W _ { \mathfrak { g } }}$, we have

$$
\mathrm{T}_{w}^{-1}\left(\mathscr{T}_{f, v}^{0}(u)\right)=\mathscr{T}_{\tau_{w}^{-1}(f), \tau_{w}^{-1}(v)}^{0}(u)
$$

This is proven similarly to the first assertion of the previous corollary, using the second identity of Proposition 3.12.

One application of Corollary 3.14 is that it can be used to identify each of the generating series $A_{j}(u), B_{j}(u), C_{j}(u)$ and $D_{j}(u)$ of $Y_{\hbar}(\mathfrak{g})$ (see Section 2.3) with lifted minors associated to the $j$-th fundamental representation $L_{\varpi_{j}}$, thus yielding an alternative proof of [IR19, Prop. 2.29]. To make this precise, for each $j \in \mathbf{I}$, let $v_{j} \in L_{\varpi_{j}}$ be a highest weight vector. Define $v_{j}^{*} \in\left(L_{\varpi_{j}}\right)_{-\varpi_{j}}^{*} \subset\left(L_{\varpi_{j}}\right)^{*}$ by $v_{j}^{*}\left(v_{j}\right)=1$.

Proposition 3.16. For each $j \in \mathbf{I}$, we have

$$
\mathscr{T}_{v_{j}^{*}, v_{j}}(u)=\mathscr{T}_{v_{j}^{*}, v_{j}}^{0}(u)=A_{j}\left(u-\hbar d_{j}\right)
$$

Consequently, the series $B_{j}(u), C_{j}(u)$ and $D_{j}(u)$ are recovered as the lifted minors

$$
B_{j}(u)=\mathscr{T}_{e_{j} \cdot v_{j}^{*}, v_{j}}\left(u+\hbar d_{j}\right)
$$

$$
C_{j}(u)=-\mathscr{T}_{v_{j}^{*}, f_{j} \cdot v_{j}}\left(u+\hbar d_{j}\right) \quad \text { and } \quad D_{j}(u)=-\mathscr{T}_{e_{j} \cdot v_{j}^{*}, f_{j} \cdot v_{j}}\left(u+\hbar d_{j}\right)
$$

Proof. The equality $\mathscr{T}_{v_{j}^{*}, v_{j}}(u)=\mathscr{T}_{v_{j}^{*}, v_{j}}^{0}(u)$ follows easily from the Gauss decomposition (2.7). Hence, to prove the first assertion of the proposition it suffices to establish that $\mathscr{T}_{v_{j}^{*}, v_{j}}^{0}(u)=A_{j}\left(u-\hbar d_{j}\right)$. Let $\underline{\lambda} \in \operatorname{Hom}_{\operatorname{Alg}}\left(Y_{\hbar}^{0}(\mathfrak{g}), \mathbb{C}\right)$ be the algebra homomorphism uniquely determined by

$$
\underline{\lambda}\left(\xi_{i}(u)\right)=1+\delta_{i j} \hbar d_{j} u^{-1} \quad \forall j \in \mathbf{I}
$$

Then the identity $\mathscr{T}_{v_{j}^{*}, v_{j}}^{0}(u)=A_{j}\left(u-\hbar d_{j}\right)$ is equivalent to

$$
\mathscr{R}_{j}^{0}(u):=(\underline{\lambda} \otimes \mathrm{id})\left(\mathscr{R}^{0}(u)\right)=A_{j}\left(-u-\hbar d_{j}\right)
$$

By (2.8), the left-hand side is the unique series in $1+u^{-1} Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$ satisfying

$$
\begin{equation*}
\left(\mathrm{q}^{4 \kappa}-1\right) \log \mathscr{R}_{j}^{0}(u)=\mathcal{L}_{j}(u), \tag{3.9}
\end{equation*}
$$

where $\mathcal{L}_{j}(u)$ is given by

$$
\mathcal{L}_{j}(u):=(\underline{\lambda} \otimes \operatorname{Id})\left(\mathcal{L}_{21}(u)\right)=\mathrm{q}^{2 \kappa} \sum_{i, j \in \mathbf{I}} c_{i j}(\mathrm{q}) \underline{\lambda}\left(\mathcal{B}_{j}\left(-\partial_{u}\right)\right) \mathcal{B}_{i}\left(\partial_{u}\right) \cdot\left(-u^{-2}\right)
$$

with all notation as specified below (2.8). It thus suffices to show that $A_{j}\left(-u-\hbar d_{j}\right)$ also satisfies the difference equation (3.9). This is the content of the following claim.

Claim. The series $a_{j}(u)=\log A_{j}(u)$ satisfies the relation

$$
\left(\mathrm{q}^{4 \kappa+2 d_{j}}-\mathrm{q}^{2 d_{j}}\right)\left(a_{j}(-u)\right)=\mathcal{L}_{j}(u) .
$$

Proof of claim. Since $\underline{\lambda}\left(t_{j, r}\right)=(-1)^{r} \frac{\hbar^{r} d_{j}^{r+1}}{r+1}$, we have

$$
\underline{\lambda}\left(\mathcal{B}_{j}(u)\right)=-\sum_{r \geq 0}(-1)^{r+1} \hbar^{r+1} d_{j}^{r+1} \frac{u^{r+1}}{(r+1)!}=\frac{1-e^{-\hbar d_{j} u}}{u} .
$$

As $-u^{-2}=-\partial_{u}\left(-u^{-1}\right)$, this gives

$$
\mathcal{L}_{j}(u)=\mathrm{q}^{2 \kappa}\left(\mathbf{q}^{2 d_{j}}-1\right) \sum_{i \in \mathbf{I}} c_{i j}(\mathbf{q}) \mathcal{B}_{i}\left(\partial_{u}\right) \cdot\left(u^{-1}\right)=\mathrm{q}^{2 \kappa}\left(\mathrm{q}^{2 d_{j}}-1\right) \sum_{i \in \mathbf{I}} c_{i j}(\mathbf{q})\left(t_{i}(-u)\right) .
$$

Since $t_{i}(u)=\sum_{k \in \mathbf{I}} \mathbf{q}^{-d_{k}}\left[a_{k i}\right]_{\mathbf{q}^{d_{k}}}\left(a_{k}(u)\right)$ and $\left.e^{\hbar \partial_{z}} f(z)\right|_{z=-u}=e^{-\hbar \partial_{u}} f(-u)$, we obtain

$$
\mathcal{L}_{j}(u)=\mathrm{q}^{2 \kappa}\left(\mathrm{q}^{2 d_{j}}-1\right) \sum_{i, k \in \mathbf{I}} c_{i j}(\mathrm{q}) \mathrm{q}^{d_{k}}\left[a_{k i}\right]_{\mathrm{q}^{d_{k}}}\left(a_{k}(-u)\right)
$$

Since $c_{i j}(\mathbf{q})=\left[2 \kappa / d_{j}\right]_{\mathbf{q}^{d_{j}}} v_{i j}(\mathbf{q})$ where $v_{i j}(\mathbf{q})$ is the $(i, j)$-th entry of $\left(\left[a_{i j}\right]_{\mathbf{q}^{d_{i}}}\right)_{i, j \in \mathbf{I}}^{-1}$, we have

$$
\begin{aligned}
\sum_{i, k \in \mathbf{I}} \mathbf{q}^{d_{k}} c_{i j}(\mathbf{q})\left[a_{k i}\right]_{\mathbf{q}^{d_{k}}}\left(a_{k}(-u)\right) & =\sum_{i, k \in \mathbf{I}} \mathbf{q}^{d_{k}}\left[2 \kappa / d_{j}\right]_{\mathbf{q}^{d_{j}}}\left[a_{k i}\right]_{\mathbf{q}^{d_{k}}} v_{i j}(\mathbf{q})\left(a_{k}(-u)\right) \\
& =\mathbf{q}^{d_{j}}\left[2 \kappa / d_{j}\right]_{\mathbf{q}^{d_{j}}}\left(a_{j}(-u)\right)
\end{aligned}
$$

Thus, we obtain

$$
\mathcal{L}_{j}(z)=\mathrm{q}^{2 \kappa} \mathrm{q}^{2 d_{j}}\left(\mathrm{q}^{d_{j}}-\mathrm{q}^{-d_{j}}\right)\left[2 \kappa / d_{j}\right]_{\mathrm{q}^{d_{j}}}\left(a_{j}(-u)\right)=\left(\mathrm{q}^{4 \kappa+2 d_{j}}-\mathrm{q}^{2 d_{j}}\right)\left(a_{j}(-u)\right)
$$

This completes the proof of the claim, and thus the proof that the lifted minors $\mathscr{T}_{v_{j}^{*}, v_{j}}(u)$ and $\mathscr{T}_{v_{j}^{*}, v_{j}}^{0}(u)$ coincide with $A_{j}\left(u-\hbar d_{j}\right)$ for each $j \in \mathbf{I}$.

The stated formulas for $B_{j}(u), C_{j}(u)$ and $D_{j}(u)$ now follow from Corollary 2.4 and the commutator relations for $\left[x, \mathscr{T}_{f, v}(u)\right]$ given in the second statement of Corollary 3.14. For example,

$$
B_{j}(u)=\left[e_{j}, A_{j}(u)\right]=\left[e_{j}, \mathscr{T}_{v_{j}^{*}, v_{j}}\left(u+\hbar d_{j}\right)\right]=\mathscr{T}_{e_{j} v_{j}^{*}, v_{j}}\left(u+\hbar d_{j}\right)+\mathscr{T}_{v_{j}^{*}, e_{j} v_{j}}\left(u+\hbar d_{j}\right)
$$

Since $e_{j} v_{j}=0$, this gives $B_{j}(u)=\mathscr{T}_{e_{j} v_{j}^{*}, v_{j}}\left(u+\hbar d_{j}\right)$, as desired.
Remark 3.17. As mentioned above, this gives a new proof of Proposition 2.29 from [IR19]. We note, however, that the statement of [IR19] seems to be slightly incorrect: it is missing the shifts by $\hbar d_{j}$ which appear in the statement of Proposition 3.16.

## 4. The dual braid group action and weights

In this section, we dualize the action of the Braid group $\mathscr{B}_{\mathfrak{g}}$ on $Y_{\hbar}^{0}(\mathfrak{g})$ constructed in the previous section to obtain a $\mathscr{B}_{\mathfrak{g}}$-action on the group $\left(\mathbb{C}\left(\left(u^{-1}\right)\right)^{\times}\right)^{\mathbf{I}}$ by automorphisms, which preserves the subgroups

$$
\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}} \quad \text { and } \quad\left(\mathbb{C}(u)^{\times}\right)^{\mathbf{I}}
$$

In particular, this recovers the representation of $\mathscr{B}_{\mathfrak{g}}$ studied in the work [Tan15] of Tan, which was inspired by its $q$-analogue obtained in the earlier work [Cha02] of

Chari. We then show that this action naturally computes the eigenvalues of the series $\left\{\xi_{i}(u)\right\}_{i \in \mathbf{I}}$ on any extremal vector of any finite-dimensional highest weight representation of $Y_{\hbar}(\mathfrak{g})$ (see Proposition 4.7), thus generalizing a result from [Tan15].
4.1. The braid group action on $\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$. We begin by explaining how the representation $Y_{\hbar}^{0}(\mathfrak{g})$ of $\mathscr{B}_{\mathfrak{g}}$ from Theorem 3.4 can be dualized to obtain an action of $\mathscr{B}_{\mathfrak{g}}$ on $\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$ by group automorphisms.

Let $\vartheta$ be the group anti-automorphism of $\mathscr{B}_{\mathfrak{g}}$ uniquely determined by $\vartheta\left(\tau_{i}\right)=\tau_{i}$ for all $i \in \mathbf{I}$. Note that $\vartheta\left(\tau_{w}\right)=\tau_{w^{-1}}$ for $w \in \mathscr{W}_{\mathfrak{g}}$ an element of the Weyl group. Using $\vartheta$, we may define an action of $\mathscr{B}_{\mathfrak{g}}$ on the linear dual $Y_{\hbar}^{0}(\mathfrak{g})^{*}$ by

$$
\begin{equation*}
\sigma(f)(y)=f(\vartheta(\sigma) \cdot y) \tag{4.1}
\end{equation*}
$$

for all $\sigma \in \mathscr{B}_{\mathfrak{g}}, y \in Y_{\hbar}^{0}(\mathfrak{g})$ and $f \in Y_{\hbar}^{0}(\mathfrak{g})^{*}$. Note that this action is uniquely determined by the requirement that $\tau_{i}$ operates as the transpose/adjoint of $\mathrm{T}_{i}$ :

$$
\tau_{i}(f)=\mathrm{T}_{i}^{*}(f)=f \circ \mathbf{T}_{i} \quad \forall \quad i \in \mathbf{I} \text { and } f \in Y_{\hbar}^{0}(\mathfrak{g})^{*}
$$

The Drinfeld coalgebra structure on $Y_{\hbar}^{0}(\mathfrak{g})$ induces a commutative algebra structure on $Y_{\hbar}^{0}(\mathfrak{g})^{*}$ with unit given by the counit on $Y_{\hbar}^{0}(\mathfrak{g})$ and product given by the transpose of the Drinfeld coproduct $\Delta^{0}$ (see (2.9)). Since each modified braid group operator $\mathrm{T}_{i}$ is a coalgebra homomorphism, $\mathscr{B}_{\mathfrak{g}}$ acts on $Y_{\hbar}^{0}(\mathfrak{g})^{*}$ by algebra automorphisms. Moreover, as each $\mathrm{T}_{i}$ is an algebra automorphism, the space of algebra homomorphisms

$$
\operatorname{Hom}_{A l g}\left(Y_{\hbar}^{0}(\mathfrak{g}), \mathbb{C}\right) \subset Y_{\hbar}^{0}(\mathfrak{g})^{*}
$$

is a subrepresentation of $Y_{\hbar}^{0}(\mathfrak{g})^{*}$. This is a subgroup of the group of units in $Y_{\hbar}^{0}(\mathfrak{g})^{*}$; in fact, one has an isomorphism of groups

$$
\operatorname{Hom}_{A l g}\left(Y_{\hbar}^{0}(\mathfrak{g}), \mathbb{C}\right) \xrightarrow{\sim}\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}, \quad \gamma \mapsto\left(\gamma\left(\xi_{i}(u)\right)\right)_{i \in \mathbf{I}}
$$

From this point on, we will not distinguish between these two spaces, and the above identification will always be assumed. The first part of the following corollary summarizes the above discussion.
Corollary 4.1. The formula (4.1) defines an action of $\mathscr{B}_{\mathfrak{g}}$ on $\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$ by group automorphisms. Moreover, if $\underline{\lambda}=\left(\lambda_{i}(u)\right)_{i \in \mathbf{I}} \in\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$, then the $i$-th component $\tau_{j}(\underline{\lambda})_{i}$ of $\tau_{j}(\underline{\lambda})$ is given by

$$
\tau_{j}(\underline{\lambda})_{i}=\lambda_{i}(u) \prod_{k=0}^{\left|a_{j i}\right|-1} \lambda_{j}\left(u-\frac{\hbar d_{j}}{2}\left(\left|a_{j i}\right|-2 k\right)\right)^{(-1)^{\delta_{i j}}}
$$

Proof. It remains to show that the $i$-th component $\tau_{j}(\underline{\lambda})_{i}=\left(\tau_{j}(\underline{\lambda})\right)\left(\xi_{i}(u)\right)$ of $\tau_{j}(\underline{\lambda})$ is given by the claimed formula. By definition of $\tau_{j}$, we have

$$
\left(\tau_{j}(\underline{\lambda})\right)\left(\xi_{i}(u)\right)=\underline{\lambda}\left(\mathbf{T}_{j}\left(\xi_{i}(u)\right)\right)=\lambda_{i}(u) \prod_{k=0}^{\left|a_{j i}\right|-1} \lambda_{j}\left(u-\frac{\hbar d_{j}}{2}\left(\left|a_{j i}\right|-2 k\right)\right)^{(-1)^{\delta_{i j}}}
$$

where we have used the formula for $\mathrm{T}_{j}\left(\xi_{i}(u)\right)$ obtained in Corollary 3.9 in the last equality.

Remark 4.2. The action of $\mathscr{B}_{\mathfrak{g}}$ on $\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$ constructed above is given by the exact same formulas as the action of $\mathscr{B}_{\mathfrak{g}}$ on $\left(\mathbb{C}(u)^{\times}\right)^{\mathbf{I}}$ defined by Tan in Proposition 3.1 of [Tan15]. This is precisely why we have used the group antiautomorphism $\vartheta$ of $\mathscr{B}_{\mathfrak{g}}$ in its definition as opposed to the standard antipode on $\mathscr{B}_{\mathfrak{g}}$, given by inversion. We will explain how to reconcile the underlying representation spaces in the next subsection.
4.2. Extending the representation space. Let $\mathcal{M} \subset \mathbb{C}\left(\left(u^{-1}\right)\right)^{\times}$be the subgroup consisting of monic Laurent series:

$$
M=\bigcup_{k \in \mathbb{Z}} u^{k}\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)
$$

We will need the following elementary lemma.
Lemma 4.3. Let $\lambda(u)=1+\hbar \sum_{r \geq 0} \lambda_{r} u^{-r-1}$ be an arbitrary series in $1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket$ and suppose that $d \in \mathbb{C}^{\times}$. Then the formal difference equation

$$
\frac{\mu(u+\hbar d)}{\mu(u)}=\lambda(u)
$$

has a solution $\mu(u) \in \mathcal{M}$ if and only if $\lambda_{0} \in d \mathbb{Z}$. In this case, $\mu(u)$ is unique and belongs to $u^{\lambda_{0} / d}\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)$.

Proof. Write $\mu(u)=u^{k} \dot{\mu}(u)$, where $\dot{\mu}(u) \in 1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket$. Then the difference equation becomes

$$
\left(1+\hbar \frac{d}{u}\right)^{k} \frac{\dot{\mu}(u+\hbar d)}{\dot{\mu}(u)}=\lambda(u)
$$

Taking the formal logarithm of both sides, this gives the equivalent relation

$$
k \log \left(1+\hbar \frac{d}{u}\right)+b(u+\hbar d)-b(u)=\log (\lambda(u))
$$

where $b(u)=\sum_{r \geq 0} b_{r} u^{-r-1}=\log (\dot{\mu}(u))$. The coefficient of $u^{-1}$ on both sides is $k \hbar d=\hbar \lambda_{0}$. This shows that if a solution exists, we must have $\lambda_{0} \in d \mathbb{Z}$ and $\mu(u) \in u^{\lambda_{0} / d}\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)$.

Conversely, if $\lambda_{0} \in d \mathbb{Z}$ holds then we take $k=\lambda_{0} / d$, and solve the above equation for $b(u)$ recursively in its coefficients; taking the coefficients of $u^{-r-1}$ for $r>0$ will allow one to express $b_{r-1}$ in terms of $\left\{b_{\ell}\right\}_{0 \leq \ell<r-2}$ and the coefficients of $k \log \left(1+\hbar \frac{d}{u}\right)$ and $\log (\lambda(u))$.

Recall that $\Lambda=\bigoplus_{i \in \mathbf{I}} \mathbb{Z} \varpi_{i}$ denotes the weight lattice of $\mathfrak{g}$. We view $\Lambda$ as a representation of $\mathscr{B}_{\mathfrak{g}}$ via the canonical action of the Weyl group on $\mathfrak{h}^{*}$. Let us introduce the group homomorphism

$$
\operatorname{deg}: \boldsymbol{M}^{\mathbf{I}} \rightarrow \Lambda, \quad\left(\lambda_{i}(u)\right)_{i \in \mathbf{I}} \mapsto \sum_{i \in \mathbf{I}} \operatorname{deg} \lambda_{i}(u) \varpi_{i}
$$

where $\operatorname{deg} \lambda_{i}(u) \in \mathbb{Z}$ is the unique integer $k$ for which $u^{-k} \lambda_{i}(u) \in 1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket$.
Next, following the notation of Remark 2.2, let q be the group automorphism of $\mathcal{M}$ given by the translation $\mathrm{q}=e^{\frac{\hbar}{2} \partial_{u}}$. For each $a \in \mathbb{C}$, we write $\mathrm{q}^{a}$ for $e^{\frac{a \hbar}{2} \partial_{u}}$, so that $\mathbf{q}^{a}(f(u))=f\left(u+a \frac{\hbar}{2}\right)$. Given a diagonal matrix $A=\operatorname{Diag}\left(a_{i}\right)_{i \in \mathbf{I}}$, we write $\mathbf{q}^{A}$ for the group automorphism of $\mu^{\mathbf{I}}$ given by

$$
\mathbf{q}^{A}\left(\lambda_{i}(u)\right)_{i \in \mathbf{I}}=\left(\mathbf{q}^{a_{i}} \lambda_{i}(u)\right)_{i \in \mathbf{I}}=\left(\lambda_{i}\left(u+a_{i} \frac{\hbar}{2}\right)\right)_{i \in \mathbf{I}}
$$

In what follows, we will only be interested in the case where $A=2 D$, where $D$ is the diagonal matrix $D=\left(d_{i}\right)_{i \in \mathbf{I}}$ of symmetrizing integers. In addition, we note that if $\underline{\mu} \in \mathcal{M}^{\mathbf{I}}$, then the element $\left(\mathrm{q}^{2 D} \underline{\mu}\right) \underline{\mu}^{-1}$ lies in $\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$, and hence we may apply $\sigma$ to it for any $\sigma \in \mathscr{B}_{\mathfrak{g}}$.
Proposition 4.4. Let $\sigma \in \mathscr{B}_{\mathfrak{g}}$. Then for each $\underline{\mu}=\left(\mu_{i}(u)\right)_{i \in \mathbf{I}} \in \mathcal{M}^{\mathbf{I}}$, there exists a unique element $\sigma(\underline{\mu}) \in \mathcal{M}^{\mathbf{I}}$ satisfying

$$
\sigma\left(\frac{\mathrm{q}^{2 D} \underline{\mu}}{\underline{\mu}}\right)=\frac{\mathrm{q}^{2 D} \sigma(\underline{\mu})}{\sigma(\underline{\mu})}
$$

Moreover, the formula $\sigma \cdot \underline{\mu}=\sigma(\underline{\mu})$ determines an action of $\mathscr{B}_{\mathfrak{g}}$ on $\mathcal{M}^{\mathbf{I}}$ by group automorphisms for which $\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$ is a subrepresentation and $\operatorname{deg}: M^{\mathbf{I}} \rightarrow \Lambda$ is a module homomorphism:

$$
\operatorname{deg} \sigma(\underline{\mu})=\sigma \cdot \operatorname{deg}(\underline{\mu})
$$

Proof. Let $\underline{\lambda}=\left(\lambda_{i}(u)\right)_{i \in \mathbf{I}}$ denote the element $\left(\mathrm{q}^{2 D} \underline{\mu}\right) \underline{\mu}^{-1} \in\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$, and write $\lambda_{i}(u)=1+\hbar \sum_{r \geq 0} \lambda_{i, r} u^{-r-1}$. Note that

$$
\sigma(\underline{\lambda})=1+\hbar \sigma \cdot\left(\lambda_{i, 0}\right)_{i \in \mathbf{I}} u^{-1}+O\left(u^{-2}\right)
$$

where the action of $\sigma$ on $\mathbb{C}^{\mathbf{I}}$ is inherited via the identification $\mathfrak{h}^{*} \xrightarrow{\sim} \mathbb{C}, \lambda \mapsto$ $\left(\lambda\left(\xi_{i, 0}\right)\right)_{i \in \mathbf{I}}=\left(\lambda, \alpha_{i}\right)_{i \in \mathbf{I}}$. Equivalently, one has

$$
\sigma \cdot\left(\lambda_{i, 0}\right)_{i \in \mathbf{I}}:=\left(\sum_{j \in \mathbf{I}} \frac{1}{d_{j}} \lambda_{j, 0}\left(\alpha_{i}, \sigma\left(\varpi_{j}\right)\right)\right)_{i \in \mathbf{I}}=\left(\alpha_{i}, \sigma \cdot \operatorname{deg}(\underline{\mu})\right)_{i \in \mathbf{I}}
$$

where we have used that, by the previous lemma, $\lambda_{j, 0}=d_{j} \operatorname{deg} \mu_{j}(u)$ for each $j \in \mathbf{I}$. As the action of $\mathscr{B}_{\mathfrak{g}}$ on $\mathfrak{h}^{*}$ preserves $\Lambda$, one has $\left(\alpha_{i}, \sigma \cdot \operatorname{deg}(\underline{\mu})\right) \in d_{i} \mathbb{Z}$ for each $i \in \mathbf{I}$. The previous lemma therefore implies that $\sigma(\underline{\mu})$ exists, is unique, and has degree $\sigma \cdot \operatorname{deg}(\underline{\mu})$.

The rest of the proposition now follows easily using the uniqueness assertion of the previous lemma.

Remark 4.5. Let us now explain how to further extend the underlying representation space to $\left(\mathbb{C}\left(\left(u^{-1}\right)\right)^{\times}\right)^{\mathbf{I}}$. First note that the group $\left(\mathbb{C}^{\times}\right)^{\mathbf{I}}$ can be viewed as a maximal torus associated to the simply connected Lie group $G$ with Lie algebra $\mathfrak{g}$, and therefore admits a natural action of the Weyl group $\mathscr{W}_{\mathfrak{g}}$ by group automorphisms. It is given explicitly by the formulas

$$
s_{j}\left(\lambda_{i}\right)_{i \in \mathbf{I}}=\left(\lambda_{i} \lambda_{j}^{-a_{j i}}\right)_{i \in \mathbf{I}}
$$

for all $i, j \in \mathbf{I}$ and $\left(\lambda_{i}\right)_{i \in \mathbf{I}} \in\left(\mathbb{C}^{\times}\right)^{\mathbf{I}}$. It follows by Proposition 4.4 that $\mathscr{B}_{\mathfrak{g}}$ acts on the group $\left(\mathbb{C}^{\times}\right)^{\mathbf{I}} \times \mathcal{M}^{\mathbf{I}}$ by automorphisms. However, the groups $\left(\mathbb{C}^{\times}\right)^{\mathbf{I}} \times M^{\mathbf{I}}$ and $\left(\mathbb{C}\left(\left(u^{-1}\right)\right)^{\times}\right)^{\mathbf{I}}$ are isomorphic, with an isomorphism $\left(\mathbb{C}^{\times}\right)^{\mathbf{I}} \times M^{\mathbf{I}} \xrightarrow{\sim}\left(\mathbb{C}\left(\left(u^{-1}\right)\right)^{\times}\right)^{\mathbf{I}}$ given by componentwise multiplication:

$$
\left(\left(\mu_{i}\right)_{i \in \mathbf{I}},\left(\lambda_{i}(u)\right)_{i \in \mathbf{I}}\right) \mapsto\left(\mu_{i} \lambda_{i}(u)\right)_{i \in \mathbf{I}}
$$

Hence, we can conclude that the braid group $\mathscr{B}_{\mathfrak{g}}$ acts on $\left(\mathbb{C}\left(\left(u^{-1}\right)\right)^{\times}\right)^{\mathbf{I}}$ by group automorphisms, and that this action is given explicitly by the formulas of Corollary 4.1. Moreover, the space $\left(\mathbb{C}(u)^{\times}\right)^{\mathbf{I}}$ is a subrepresentation, and coincides with the representation of $\mathscr{B}_{\mathfrak{g}}$ obtained in Proposition 3.1 of [Tan15]; see Remark 4.2 above.

Remark 4.6. Considering the $\hbar=0$ limit of the $\mathscr{B}_{\mathfrak{g}}$-action on $\left(\mathbb{C}\left(\left(u^{-1}\right)\right)^{\times}\right)^{\mathbf{I}}$ from the previous remark, we simply recover the natural action of the Weyl group $\mathscr{B}_{\mathfrak{g}} \rightarrow$ $\mathscr{W}_{\mathfrak{g}}$ on the $\mathbb{C}\left(\left(u^{-1}\right)\right)$-points of the torus $T=\left(\mathbb{C}^{\times}\right)^{\mathbf{I}}$. Namely, the group $\mathscr{W}_{\mathfrak{g}}$ naturally acts on the $A$-points $T(A)$ for any commutative $\mathbb{C}$-algebra $A$, since it acts on the scheme $T$ itself: for $\left(x_{i}\right)_{i \in \mathbf{I}} \in T(A)$ this action is given by $s_{j}\left(x_{i}\right)_{i \in \mathbf{I}} \mapsto\left(x_{i} x_{j}^{-a_{j i}}\right)_{i \in \mathbf{I}}$. Considering the case of $A=\mathbb{C}\left(\left(u^{-1}\right)\right)$, this is easily seen to agree with the $\hbar=0$ limit of the formulas from Corollary 4.1. The $\hbar=0$ limits of the actions of $\mathscr{B}_{\mathfrak{g}}$ on $\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}$ and $\left(\mathbb{C}(u)^{\times}\right)^{\mathbf{I}}$ arise similarly, by restriction.
4.3. Weights of extremal vectors. Recall from Section 3.1 that the homomorphism $\mathscr{B}_{\mathfrak{g}} \rightarrow \mathscr{W}_{\mathfrak{g}}$ admits a canonical set-theoretic section $w \mapsto \tau_{w}$, where $\tau_{w}$ is defined by taking any reduced expression $w=s_{i_{1}} \cdots s_{i_{\ell}}$ and setting

$$
\tau_{w}=\tau_{i_{1}} \cdots \tau_{i_{\ell}} \in \mathscr{B}_{\mathfrak{g}}
$$

The following is the main result of this subsection; it provides a strengthening of [Tan15, Prop. 4.5], and is the Yangian analogue of [Cha02, Prop. 4.1].

Proposition 4.7. Let $\underline{\lambda}$ be the highest weight of an irreducible finite-dimensional $Y_{\hbar}(\mathfrak{g})$ module $V$, and let $\lambda \in \mathfrak{h}^{*}$ be the corresponding $\mathfrak{g}$-weight. Then, for each $w \in \mathscr{W}_{\mathfrak{g}}$, we have

$$
\left.\xi_{i}(u)\right|_{V_{w(\lambda)}}=\tau_{w}(\underline{\lambda})_{i} \cdot \operatorname{Id}_{V_{w(\lambda)}} \quad \forall \quad i \in \mathbf{I}
$$

In particular, if $V \cong L(\underline{\mathrm{P}})$, then for each $i \in \mathbf{I}$ one has

$$
\begin{equation*}
\left.\xi_{i}(u)\right|_{V_{w(\lambda)}}=\frac{\mathrm{q}^{2 d_{i}} \tau_{w}(\mathrm{P})_{i}}{\tau_{w}(\underline{\mathrm{P}})_{i}} \cdot \operatorname{Id}_{V_{w(\lambda)}} \tag{4.2}
\end{equation*}
$$

Proof. The second assertion is a consequence of the first and that, by Proposition 4.4, if $\underline{\lambda}=\left(\mathrm{q}^{2 D} \underline{\mathrm{P}}\right) \cdot \underline{\mathrm{P}}^{-1}$, then $\tau_{w}(\underline{\lambda})=\left(\mathrm{q}^{2 D} \tau_{w}(\underline{\mathrm{P}})\right) \cdot \tau_{w}(\underline{\mathrm{P}})^{-1}$.

To establish the first assertion, note that we have $\tau_{w}(\underline{\lambda})_{i}=\underline{\lambda}\left(\mathrm{T}_{w^{-1}}\left(\xi_{i}(u)\right)\right)$ for all $i \in \mathbf{I}$. Hence, it is sufficient to prove that

$$
\left.\xi_{i}(u)\right|_{V_{w(\lambda)}}=\underline{\lambda}\left(\mathbf{T}_{w^{-1}}\left(\xi_{i}(u)\right)\right) \cdot \operatorname{Id}_{V_{w(\lambda)}} \quad \forall i \in \mathbf{I}
$$

This is equivalent to establishing that, for each $w \in \mathscr{N}_{\mathfrak{g}}$, the eigenvalue of $y \in Y_{\hbar}^{0}(\mathfrak{g})$ on the one-dimensional weight space $V_{w^{-1}(\lambda)}$ coincides with the eigenvalue of $\mathrm{T}_{w}(y)$ on the highest weight space $V_{\lambda}$.

Fix $y \in Y_{\hbar}^{0}(\mathfrak{g})$, and let $\mu_{w}(y) \in \mathbb{C}$ be the eigenvalue of $y$ on $V_{w(\lambda)}$, and let $v_{\lambda} \in V_{\lambda}$ be a highest weight vector. Set $v:=\tau_{w}^{V}\left(\tau_{w^{-1}}^{V}\left(v_{\lambda}\right)\right)$, where $\tau_{w}^{V}$ is the image of $\tau_{w}$ under the homomorphism $\tau_{i} \mapsto \tau_{i}^{V}$ from Proposition 3.1. Note that $\tau_{w^{-1}}^{V}\left(v_{\lambda}\right) \in V_{w^{-1}(\lambda)}$, while $v \in V_{\lambda}$ is itself a highest weight vector. Therefore $y \cdot \tau_{w^{-1}}^{V}\left(v_{\lambda}\right)=\mu_{w}(x) \tau_{w^{-1}}^{V}\left(v_{\lambda}\right)$ and $y \cdot v=\Pi(x) \cdot v$ for all $y \in Y_{\hbar}(\mathfrak{g})_{0}$. We thus have

$$
\mu_{w}(y) v=\tau_{w}^{V}\left(y \cdot \tau_{w^{-1}}^{V}\left(v_{\lambda}\right)\right)=\tau_{w}(y) \cdot v=\Pi\left(\tau_{w}(y)\right) \cdot v=\mathrm{T}_{w}(y) \cdot v
$$

where in the second equality we have applied the last statement of Proposition 3.1, and in the fourth equality we have applied (3.3). This completes the proof of the proposition.

Corollary 4.8. Let $\underline{\mathrm{P}}=\left(P_{j}(u)\right)_{j \in \mathbf{I}}$ be any tuple of Drinfeld polynomials, and let $w \in \mathscr{W}_{\mathfrak{g}}$ and $i \in \mathbf{I}$. Define $P_{i, w}(u) \in \mathbb{M}$ by

$$
P_{i, w}(u):=\left\{\begin{array}{ll}
\tau_{w}\left(\frac{\mathrm{P}}{}\right)_{i} & \text { if } w^{-1}\left(\alpha_{i}\right) \in \Delta^{+} \\
\frac{1}{\tau_{w}(\underline{\mathrm{P}})_{i}} & \text { if } w^{-1}\left(\alpha_{i}\right) \notin \Delta^{+}
\end{array} .\right.
$$

Then $P_{i, w}(u)$ is a monic polynomial in $u$.
Proof. By Remark 2.2 of [CP91a], there is a monic polynomial $P_{i, w}^{+}(u)$ such that

$$
\left.\xi_{i}(u)\right|_{V_{w(\lambda)}}=\frac{P_{i, w}^{+}\left(u+\hbar d_{i}\right)^{f_{i}(w)}}{P_{i, w}^{+}(u)^{f_{i}(w)}} \cdot \operatorname{Id}_{V_{w(\lambda)}},
$$

where $V=L(\underline{\mathrm{P}})$ and $f_{i}(w)$ is 1 if $w^{-1}\left(\alpha_{i}\right) \in \Delta^{+}$and -1 otherwise. By Proposition 4.7 and the uniqueness assertion of Lemma 4.3, we can conclude that $P_{i, w}^{+}(u)^{f_{i}(w)}=$ $\sigma_{\tilde{w}}(\underline{\mathrm{P}})_{i}=P_{i, w}(u)^{f_{i}(w)}$. Hence, $P_{i, w}(u)$ coincides with the polynomial $P_{i, w}^{+}(u)$.
Remark 4.9. The statement of [Tan15, Prop. 4.5] is that if $i \in \mathbf{I}$ is such that $\ell\left(s_{i} w\right)=\ell(w)+1$, then the relation (4.2) of Proposition 4.7 is satisfied. This was proven by induction on the length of $w$ using a technical argument based on the defining relations of $Y_{\hbar}(\mathfrak{g})$. Moreover, in this case one always has $w^{-1}\left(\alpha_{i}\right) \in$ $\Delta^{+}$, and the polynomiality of $P_{i, w}(u)$ from Corollary 4.8 can be deduced from Proposition 4.5 and Lemma 4.3 of [Tan15] (see also [GT15, Lem. 5.1]) using the uniqueness assertion of Lemma 4.3.

## 5. BAXTER POLYNOMIALS AND CYCLICITY

Our goal in this section is to prove a conjecture from [GW20, §7.4] which asserts that the two sufficient conditions for the cyclicity and irreducibility of any tensor product $L(\underline{\mathrm{P}}) \otimes L(\underline{\mathrm{Q}})$ obtained in [GW20] and [Tan15] are identical; see Corollary 5.4.

We will do this by applying the results of the previous two sections to factorize the so-called specialized Baxter polynomials associated to the extremal vectors of $L(\underline{\mathrm{P}})$ (see Section 5.3) as products of polynomials arising from the $\mathscr{B}_{\mathfrak{g}}$-orbit of $\underline{\mathrm{P}}$. This will be achieved in Theorem 5.2 after recalling some preliminaries on Baxter polynomials and their relation to the sets of poles of a representation in Sections 5.1 and 5.2.
5.1. The transfer operator $T_{i}(u)$. Suppose that $V$ is any finite-dimensional highest-weight module of $Y_{\hbar}(\mathfrak{g})$. Let $\lambda \in \mathfrak{h}^{*}$ denote the $\mathfrak{g}$-weight of any highestweight vector in $V$ and, for each $i \in \mathbf{I}$, let $\lambda_{i}^{A}(u) \in 1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket$ denote the eigenvalue of the series $A_{i}(u)$ on $V_{\lambda}$. We then introduce the normalized operator

$$
A_{i}^{V}(u):=\left.\lambda_{i}^{A}(u)^{-1} A_{i}(u)\right|_{V} \in \operatorname{End}(V) \llbracket u^{-1} \rrbracket .
$$

Then, by Theorem 4.4 of [GW20] (see also Corollary 4.7 of [GW20] together with Propositions 5.7 and 5.8 of [HZ22]), there is a unique monic polynomial $T_{i}(u) \in$ $\operatorname{End}(V)[u]$ satisfying

$$
\begin{equation*}
T_{i}\left(u+\hbar d_{i}\right)=A_{i}^{V}(u) T_{i}(u) . \tag{5.1}
\end{equation*}
$$

Remark 5.1. Let us explain how this relates to the $i$-th abelianized transfer operator $\mathscr{T}_{i}(u)$ introduced in [GW20, §4.3]. For each $i \in \mathbf{I}$, let $\mathscr{A}_{i}(u)$ denote the product

$$
\mathscr{A}_{i}(u):=A_{i}(u) A_{i}\left(u+\hbar d_{i}\right) \cdots A_{i}\left(u+\left(\frac{2 \kappa}{d_{i}}-1\right) \hbar d_{i}\right) \in Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u^{-1} \rrbracket
$$

where we recall that $\kappa \in \frac{1}{2} \mathbb{Z}$ has been defined below (2.8). The element $\mathscr{A}_{i}(u)$ coincides with the series introduced in (4.2) of [GW20] (see Remark 4.7 therein) and operates on $V$ as the expansion at infinity of a rational function of $u$. In Section 4.3 of [GW20], an $\operatorname{End}(V)$-valued meromorphic function $\mathscr{T}_{i}(u)$ was defined as one of the two canonical fundamental solutions of the difference equation

$$
\mathscr{T}_{i}(u+2 \kappa \hbar)=\left.\mathscr{A}_{i}(u)\right|_{V} \mathscr{T}_{i}(u)
$$

As explained in Remarks 4.3 and 7.5 of [GW20], one may recover $\mathscr{T}_{i}(u)$ heuristically by applying the formal substitution $\xi_{j}(u) \mapsto u^{\delta_{i j}}$ to the first tensor factor of the diagonal component $\mathcal{R}^{0}(u)$ of the universal $R$-matrix of $Y_{\hbar}(\mathfrak{g})$.

It was proven in Theorem 4.4 of [GW20] that if $\lambda_{i}^{T}(u)$ denotes the eigenvalue of $\mathscr{T}_{i}(u)$ on $V_{\lambda}$, then $\lambda_{i}^{T}(u)^{-1} \mathscr{T}_{i}(u)$ is a monic, $\operatorname{End}(V)$-valued polynomial of $u$. This can be seen as a weak, rational counterpart of a polynomiality result established for quantum loop algebras in the work [FH15] of Frenkel and Hernandez. Finally, we note that by Corollary 4.5 and Remark 4.5 of [GW20], the polynomial $\lambda_{i}^{T}(u)^{-1} \mathscr{T}_{i}(u)$ is precisely $T_{i}(u)$ introduced above.
5.2. Baxter polynomials and poles. The eigenvalues of the polynomial operator $T_{i}(u)$ defined by (5.1) are called the specialized Baxter polynomials associated to $V$. In [GW20], they were applied to compute the sets of poles $\sigma_{i}(V) \subset \mathbb{C}$ of $V$, as defined in (2.10).

In order to describe the relation between Baxter polynomials and the sets $\sigma_{i}(V)$, let $\mathcal{Z}_{i}(V)$ denote the set of zeroes of all eigenvalues of $T_{i}(u)$, and let $\mathcal{Q}_{i, V}^{\mathfrak{g}}(u)$ denote the eigenvalue of $T_{i}(u)$ on the lowest weight space $V_{w_{0}(\lambda)}$, where $w_{0} \in \mathscr{W}_{\mathfrak{g}}$ is the longest element. Then, by Theorem 4.4 of [GW20], one has

$$
\begin{equation*}
\mathcal{Z}_{i}(V)=\sigma_{i}(V)=\mathbf{Z}\left(\mathcal{Q}_{i, V}^{\mathfrak{g}}(u)\right) \quad \forall \quad i \in \mathbf{I} \tag{5.2}
\end{equation*}
$$

In the case where $V$ is irreducible, the polynomials $\mathcal{Q}_{i, V}^{\mathfrak{g}}(u)$ (and thus the sets $\left.\sigma_{i}(V)\right)$ were computed explicitly in Theorem 5.2 of [GW20] in terms of the entries of the quantum Cartan matrix $\mathbf{E}(z)=\left(v_{i j}(z)\right)_{i, j \in \mathbf{I}}$ (see below (2.8)). More precisely, one has $v_{i j}(z)=\sum_{r \geq d_{i}} v_{i j}^{(r)} z^{r} \in \mathbb{Z} \llbracket z \rrbracket$ with $v_{i j}^{(r)} \geq 0$ for all $d_{i} \leq r \leq 2 \kappa-d_{i}$, and $\mathcal{Q}_{i, V}^{\mathfrak{g}}(u)$ is given by

$$
\mathcal{Q}_{i, V}^{\mathfrak{g}}(u)=\prod_{j \in \mathbf{I}} \prod_{b=d_{i}}^{2 \kappa-d_{i}} P_{j}\left(u-\left(b-d_{j}\right) \frac{\hbar}{2}\right)^{v_{i j}^{(b)}}
$$

where $\underline{\mathrm{P}}=\left(P_{j}(u)\right)_{j \in \mathbf{I}}$ is the tuple of Drinfeld polynomials associated to $V \cong L(\underline{\mathrm{P}})$. Consequently, one has

$$
\begin{gathered}
\sigma_{i}(V)=\bigcup_{j \in \mathbf{I}}\left(\mathrm{Z}\left(P_{j}(u)\right)+\sigma_{i}\left(L_{\varpi_{j}}\right)\right) \\
\sigma_{i}\left(L_{\varpi_{j}}\right)=\left\{\frac{b \hbar}{2}: d_{i}-d_{j} \leq b \leq 2 \kappa-d_{i}-d_{j} \text { and } v_{i j}^{\left(b+d_{j}\right)}>0\right\}
\end{gathered}
$$

5.3. Baxter polynomials associated to extremal weights. Let us now fix $V=L(\underline{\mathrm{P}})$, where $\underline{\mathrm{P}}=\left(P_{j}(u)\right)_{j \in \mathbf{I}}$ is any tuple of Drinfeld polynomials. Let $\lambda=$ $\sum_{i \in \mathbf{I}} \operatorname{deg}\left(P_{i}\right) \varpi_{i} \in \mathfrak{h}^{*}$; this is the $\mathfrak{g}$-weight of any highest weight vector in $V$. Given $w \in \mathscr{N}_{\mathfrak{g}}$, let $\mathcal{Q}_{i, \underline{\mathrm{P}}}^{w}(u) \in \mathbb{C}[u]$ denote the eigenvalue of $T_{i}(u)$ on $V_{w(\lambda)}$ :

$$
\left.T_{i}(u)\right|_{V_{w(\lambda)}}=\mathcal{Q}_{i, \underline{\mathrm{P}}}^{w}(u) \cdot \operatorname{Id}_{V_{w(\lambda)}}
$$

In particular, if $w$ is the longest element $w_{0}$, then $\mathcal{Q}_{i, \underline{\mathrm{P}}}^{w}(u)=\mathcal{Q}_{i, V}^{\mathfrak{g}}(u)$.
The following theorem provides the main result of this section. It gives a factorization of $\mathcal{Q}_{i, \underline{\mathrm{P}}}^{w}(u)$ as a product of polynomials arising from the $\mathscr{B}_{\mathfrak{g}}$-orbit of $\underline{\mathrm{P}}$, starting from any reduced expression of $w$.
Theorem 5.2. Let $\underline{\mathrm{P}}=\left(P_{j}(u)\right)_{j \in \mathbf{I}}$ be any tuple of Drinfeld polynomials, and fix $w \in \mathscr{W}_{\mathfrak{g}}$. Let $w=s_{j_{1}} s_{j_{2}} \cdots s_{j_{p}}$ be any reduced expression for $w$. For each $0<r \leq p$, set $w_{r}:=s_{j_{r+1}} \cdots s_{j_{p}}$, where $w_{p}=I d$. Then one has

$$
\mathcal{Q}_{i, \underline{\mathrm{P}}}^{w}(u)=\prod_{r: j_{r}=i} \tau_{w_{r}}(\underline{\mathrm{P}})_{i}
$$

Moreover, $\tau_{w_{r}}(\underline{\mathrm{P}})_{j_{r}}$ is a monic polynomial in $u$ for each $r$.
Proof. We first note that the polynomiality of $\tau_{w_{r}}(\underline{P})_{j_{r}}$ follows from Corollary 4.8 and that $w_{r}^{-1}\left(\alpha_{j_{r}}\right)=s_{j_{p}} \cdots s_{j_{r+1}}\left(\alpha_{j_{r}}\right) \in \Delta^{+}$for each $r$, as $s_{j_{p}} \cdots s_{j_{r+1}} s_{j_{r}}$ is a reduced expression.

Let us now establish the decomposition of $\mathcal{Q}_{i, \underline{\mathrm{P}}}^{w}(u)$ given in the statement of the theorem. By definition, the polynomial $\mathcal{Q}_{i, \mathrm{P}}^{w}(u)$ satisfies

$$
\begin{equation*}
\left.\lambda_{i}^{A}(u)^{-1} A_{i}(u)\right|_{V_{w(\lambda)}}=\frac{\mathcal{Q}_{i, \underline{\mathrm{P}}}^{w}\left(u+\hbar d_{i}\right)}{\mathcal{Q}_{i, \underline{\mathrm{P}}}^{w}(u)} \cdot \operatorname{Id}_{V_{w(\lambda)}} \tag{5.3}
\end{equation*}
$$

where we recall that $\lambda_{i}^{A}(u) \in 1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket$ denotes the eigenvalue of $A_{i}(u)$ on the highest weight space $V_{\lambda}$. Moreover, by Proposition 4.7, one has

$$
\left.A_{i}(u)\right|_{V_{w(\lambda)}}=\tau_{w}(\underline{\lambda})\left(A_{i}(u)\right) \cdot \operatorname{Id}_{V_{w(\lambda)}}
$$

where $\underline{\lambda}=\left(\mathrm{q}^{2 D} \underline{\mathrm{P}}\right) \cdot \underline{\mathrm{P}}^{-1}$ is the $Y_{\hbar}(\mathfrak{g})$-highest weight of $L(\underline{\mathrm{P}})$, and we recall that $\tau_{w}(\underline{\lambda}) \in\left(1+u^{-1} \mathbb{C} \llbracket u^{-1} \rrbracket\right)^{\mathbf{I}}=\operatorname{Hom}_{A l g}\left(Y_{\hbar}^{0}(\mathfrak{g}), \mathbb{C}\right)$.

Therefore, by (5.3) and the uniqueness assertion of Lemma 4.3, it suffices to prove the following claim.

Claim. The series $\tau_{w}(\underline{\lambda})\left(A_{i}(u)\right)$ satisfies

$$
\tau_{w}(\underline{\lambda})\left(A_{i}(u)\right)=\lambda_{i}^{A}(u) \prod_{r: j_{r}=i} \tau_{w_{r}}(\underline{\lambda})_{i}=\lambda_{i}^{A}(u) \prod_{r: j_{r}=i} \frac{\mathrm{q}^{2 d_{i}} \tau_{w_{r}}(\underline{\mathrm{P}})_{i}}{\tau_{w_{r}}(\underline{\mathrm{P}})_{i}} .
$$

Proof of claim. The second equality is an immediate consequence of Proposition 4.4. By (4.1), the first equality is equivalent to

$$
\begin{equation*}
\mathrm{T}_{w^{-1}}\left(A_{i}(u)\right)=A_{i}(u) \prod_{r: j_{r}=i} \mathrm{~T}_{w_{r}^{-1}}\left(\xi_{i}(u)\right) . \tag{5.4}
\end{equation*}
$$

This follows by a simple induction on the length $p$ of $w$ using that, by Proposition 3.8, one has $\dot{\tau}_{j}\left(A_{i}(u)\right)=A_{i}(u) \xi_{i}(u)^{\delta_{i j}}$. Indeed, if $p=1$, then (5.4) reduces to
exactly this identity. Suppose now that (5.4) holds whenever $w$ has length $p$, and let $w^{\prime}=w s_{j_{p+1}} \in \mathscr{W _ { \mathfrak { g } }}$ be an element of length $p+1$. Then

$$
\begin{aligned}
\mathrm{T}_{\left(w^{\prime}\right)^{-1}}\left(A_{i}(u)\right) & =\mathrm{T}_{j_{p+1}}\left(\mathrm{~T}_{w}\left(A_{i}(u)\right)\right) \\
& =A_{i}(u) \xi_{i}(u)^{\delta_{j_{p+1}}, i} \prod_{\substack{1 \leq r \leq p \\
j_{r}=i}} \mathrm{~T}_{j_{p+1}}\left(\mathrm{~T}_{w_{r}^{-1}}\left(\xi_{i}(u)\right)\right) .
\end{aligned}
$$

Since $\mathrm{T}_{j_{p+1}} \circ \mathrm{~T}_{w_{r}^{-1}}=\mathrm{T}_{s_{j_{p+1} w_{r}^{-1}}}=\mathrm{T}_{\left(w_{r}^{\prime}\right)^{-1}}$, the right-hand side of the above can be rewritten as

$$
A_{i}(u) \xi_{i}(u)^{\delta_{j_{p+1}}, i} \prod_{\substack{1 \leq r \leq p \\ j_{r}=i}} \mathrm{~T}_{\left(w_{r}^{\prime}\right)^{-1}}\left(\xi_{i}(u)\right)=A_{i}(u) \prod_{\substack{1 \leq r \leq p+1 \\ j_{r}=i}} \mathrm{~T}_{\left(w_{r}^{\prime}\right)^{-1}}\left(\xi_{i}(u)\right),
$$

which gives the desired result.
5.4. Cyclicity criteria for tensor products. One important property of the discrete invariants $\sigma_{i}(V)$ is that they encode information about when the tensor product of two irreducible $Y_{\hbar}(\mathfrak{g})$-modules is cyclic (i.e., highest weight) or irreducible. Namely, by Theorem 7.2 of [GW20], $L(\underline{\mathrm{P}}) \otimes L(\underline{\mathrm{Q}})$ is cyclic provided

$$
\mathrm{Z}\left(Q_{i}\left(u+\hbar d_{i}\right)\right) \subset \mathbb{C} \backslash \sigma_{i}(L(\underline{\mathrm{P}})) \quad \forall i \in \mathbf{I}
$$

and, by Corollary 7.3 of [GW20], it is irreducible provided this condition holds in addition to $\mathrm{Z}\left(P_{i}\left(u+\hbar d_{i}\right)\right) \subset \mathbb{C} \backslash \sigma_{i}(L(\underline{\mathrm{Q}}))$ for all $i \in \mathbf{I}$.

As noted in Section 1.3, another set of sufficient conditions for the cyclicity of any such tensor product was obtained earlier in [Tan15, Thm. 4.8], and is given in terms of the action of $\mathscr{B}_{\mathfrak{g}}$ on $\left(\mathbb{C}(u)^{\times}\right)^{\mathbf{I}}$, following [Cha02] closely. More precisely, let

$$
w_{0}=s_{j_{1}} s_{j_{2}} \cdots s_{j_{p}}
$$

be any reduced expression for the longest element $w_{0} \in \mathscr{W}_{\mathfrak{g}}$ and, as in the previous section, set $w_{r}=s_{j_{r+1}} \cdots s_{j_{p}}$ for each $0<r \leq p$. Then by [Tan15, Thm. 4.8] and Remark $4.5, L(\underline{\mathrm{P}}) \otimes L(\underline{\mathrm{Q}})$ is cyclic provided

$$
\mathrm{Z}\left(Q_{j_{r}}\left(u+\hbar d_{j_{r}}\right)\right) \subset \mathbb{C} \backslash \mathrm{Z}\left(\tau_{w_{r}}(\underline{\mathrm{P}})_{j_{r}}\right) \quad \forall \quad 0<r \leq p
$$

It was conjectured in [GW20, §7.5] that the two sets of conditions highlighted above are identical. In this section, we apply Theorem 5.2 to prove this.

The key result is the following corollary, which is an immediate consequence of Theorem 4.4 of [GW20] (see (5.2)) and Theorem 5.2.
Corollary 5.3. Let $\underline{\mathrm{P}}=\left(P_{j}(u)\right)_{j \in \mathbf{I}}$ be any tuple of Drinfeld polynomials. Then, for each $i \in \mathbf{I}$, the $i$-th set of poles of $V=L(\underline{\mathrm{P}})$ is given by

$$
\sigma_{i}(V)=\bigcup_{r: j_{r}=i} \mathrm{Z}\left(\tau_{w_{r}}(\underline{\mathrm{P}})_{i}\right)
$$

where the union is taken over all $0<r \leq p$ for which $j_{r}=i$.
By combining Corollary 5.3 with Theorem 7.2 of [GW20] and Theorem 4.8 of [Tan15], we obtain the following corollary, which in particular establishes that the cyclicity criteria obtained in [GW20] and [Tan15] are identical.

Corollary 5.4. Let $\underline{\mathrm{P}}=\left(P_{j}(u)\right)_{j \in \mathbf{I}}$ and $\underline{\mathrm{Q}}=\left(Q_{j}(u)\right)_{j \in \mathbf{I}}$ be any two tuples of Drinfeld polynomials. Then the following two conditions are equivalent:
(1) $\mathrm{Z}\left(Q_{i}\left(u+\hbar d_{i}\right)\right) \subset \mathbb{C} \backslash \sigma_{i}(L(\underline{\mathrm{P}}))$ for all $i \in \mathbf{I}$.
(2) For each $0<r \leq p$, the polynomials $\tau_{w_{r}}(\underline{\mathrm{P}})_{j_{r}}$ and $Q_{j_{r}}\left(u+\hbar d_{j_{r}}\right)$ have no common roots:

$$
\mathrm{Z}\left(Q_{j_{r}}\left(u+\hbar d_{j_{r}}\right)\right) \subset \mathbb{C} \backslash \mathrm{Z}\left(\tau_{w_{r}}(\underline{\mathrm{P}})_{j_{r}}\right)
$$

Moreover, if either of these two conditions hold, then the $Y_{\hbar}(\mathfrak{g})$-module $L(\underline{\mathrm{P}}) \otimes L(\underline{\mathrm{Q}})$ is cyclic.

## 6. Quantum loop algebras

Our goal in this section is to switch from Yangians to the parallel situation of quantum loop algebras $U_{q}(L \mathfrak{g})$. By Lusztig's general construction of braid group actions, there is an action of $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}(L \mathfrak{g})$. We define a modification of this action on the subalgebra $U_{q}^{0}(L \mathfrak{g})$, whose dual action on weights recovers an action of the braid group previously studied by Chari [Cha02]. Finally, we compare these results to the case of Yangians via the homomorphism constructed by Gautam and Toledano Laredo in [GTL13].
6.1. Quantum loop algebras. Consider the field $\mathbb{C}(q)$. For each $i \in \mathbf{I}$ we denote $q_{i}=q^{d_{i}}$, and use the following conventions for $q$-numbers ( $c f$. (2.4)):

$$
[n]_{q}=\frac{q^{n}-q^{-n}}{q-q^{-1}}, \quad[n]_{q}!=[n]_{q}[n-1]_{q} \cdots[1]_{q}, \quad\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}=\frac{[n]_{q}}{[k]_{q}[n-k]_{q}} .
$$

Denote by $U_{q}(\mathfrak{g})$ the (simply-connected) Drinfeld-Jimbo quantum group corresponding to $\mathfrak{g}$ : the $\mathbb{C}(q)$-algebra with generators $E_{i}, K_{i}^{ \pm 1}, F_{i}$ for $i \in \mathbf{I}$, with relations as in [Lus10] or [Jan96, §4.3].

Definition 6.1. The quantum loop algebra $U_{q}(L \mathfrak{g})$ is the unital associative algebra over $\mathbb{C}(q)$ with generators $K_{i}^{ \pm 1}, H_{i, r}$ and $X_{i, s}^{ \pm}$for $i \in \mathbf{I}, r \in \mathbb{Z} \backslash\{0\}$ and $s \in \mathbb{Z}$, satisfying relations:

$$
\begin{gathered}
K_{i} K_{i}^{-1}=K_{i}^{-1} K_{i}=1, \quad K_{i} K_{j}=K_{j} K_{i} \\
{\left[K_{i}, H_{j, r}\right]=\left[H_{i, r}, H_{j, s}\right]=0} \\
K_{i} X_{j, r}^{ \pm} K_{i}^{-1}=q^{ \pm\left(\alpha_{i}, \alpha_{j}\right)} X_{j, r}^{ \pm}, \\
{\left[H_{i, r}, X_{j, s}^{ \pm}\right]= \pm \frac{\left[a_{i j}\right]_{q_{i}}}{r} X_{j, r+s}^{ \pm}} \\
{\left[X_{i, r}^{+}, X_{j, s}^{-}\right]=\delta_{i, j} \frac{\varphi_{i, r+s}^{+}-\varphi_{i, r+s}^{-}}{q_{i}-q_{i}^{-1}},} \\
\sum_{\pi \in S_{m}} \sum_{k=0}^{m}(-1)^{k}\left[\begin{array}{c}
m \\
k
\end{array}\right]_{q_{i}} X_{i, r_{\pi(1)}}^{ \pm} \cdots X_{i, r_{\pi(k)}}^{ \pm} X_{j, s}^{ \pm} X_{i, r_{\pi(k+1)}}^{ \pm} \cdots X_{i, r_{\pi(m)}}=0
\end{gathered}
$$

where in the final relation $m=1-a_{i j}$ and $S_{m}$ denotes the symmetric group of degree $m$. The elements $\varphi_{i, r}^{ \pm}$for $i \in \mathbf{I}$ and $r \in \mathbb{Z}$ are defined by

$$
\varphi_{i}^{ \pm}(z)=\sum_{r \geq 0} \varphi_{i, \pm r}^{ \pm} z^{\mp r}=K_{i}^{ \pm 1} \exp \left( \pm\left(q_{i}-q_{i}^{-1}\right) \sum_{s>0} H_{i, \pm s} z^{\mp s}\right)
$$

and $\varphi_{i,-r}^{+}=\varphi_{i, r}^{-}=0$ for $r \geq 1$.
The algebra $U_{q}(L \mathfrak{g})$ has a Poincaré-Birkhoff-Witt theorem due to Beck [Bec94b], and in particular admits a triangular decomposition

$$
U_{q}(L \mathfrak{g})=U_{q}^{-}(L \mathfrak{g}) \otimes_{\mathbb{C}(q)} U_{q}^{0}(L \mathfrak{g}) \otimes_{\mathbb{C}(q)} U_{q}^{+}(L \mathfrak{g})
$$

where $U_{q}^{0}(L \mathfrak{g})$ is the $\mathbb{C}(q)$-subalgebra generated by the elements $K_{i}^{ \pm 1}$ and $H_{i, r}^{ \pm}$, and $U_{q}^{ \pm}(L \mathfrak{g})$ are the $\mathbb{C}(q)$-subalgebras generated by the elements $X_{i, r}^{ \pm}$.

We may identify the Drinfeld-Jimbo quantum group $U_{q}(\mathfrak{g})$ as the $\mathbb{C}(q)$-subalgebra

$$
\begin{equation*}
U_{q}(\mathfrak{g}) \subset U_{q}(L \mathfrak{g}) \tag{6.1}
\end{equation*}
$$

generated by the elements $E_{i}=X_{i, 0}^{+}, K_{i}^{ \pm 1}, F_{i}=X_{i, 0}^{-}$for $i \in \mathbf{I}$.
Remark 6.2. The presentation of $U_{q}(L \mathfrak{g})$ given in Definition 6.1 is due to Drinfeld [Dri88], and was proven by Beck [Bec94a]. More precisely, consider the DrinfeldJimbo quantum group $U_{q}(\widehat{\mathfrak{g}})$ associated to the untwisted affine Kac-Moody algebra $\widehat{\mathfrak{g}}$, generated over $\mathbb{C}(q)$ by $E_{i}, K_{i}^{ \pm 1}, F_{i}$ for $i \in \widehat{\mathbf{I}}=\mathbf{I} \cup\{0\}$ as well as $C^{ \pm 1 / 2}, D^{ \pm 1}$, satisfying the relations from [Bec94a, §1.3]. Take the $\mathbb{C}(q)$-subalgebra $U_{q}(\widetilde{\mathfrak{g}}) \subset$ $U_{q}(\widehat{\mathfrak{g}})$ generated by $E_{i}, K_{i}^{ \pm 1}, F_{i}$ for $i \in \widehat{\mathbf{I}}$ and the (central) elements $C^{ \pm 1 / 2}$. Then [Bec94a, Thm. 4.7] provides an explicit isomorphism

$$
U_{q}(L \mathfrak{g}) \cong U_{q}(\widetilde{\mathfrak{g}}) /\left\langle C^{ \pm 1 / 2}-1\right\rangle
$$

In particular, $U_{q}(L \mathfrak{g})$ also has Drinfeld-Jimbo generators $E_{i}, K_{i}^{ \pm 1}, F_{i}$ for $i \in \widehat{\mathbf{I}}$, and this description is compatible with the embedding (6.1) in the obvious way.

Finally, we note that the algebra $U_{q}(L \mathfrak{g})$ admits a Hopf structure, as a subquotient of the Drinfeld-Jimbo quantum group $U_{q}(\widehat{\mathfrak{g}})$. But as in the Yangian case, we will more interested in its deformed Drinfeld coproduct $\Delta_{\zeta}^{D}$ defined by Hernandez [Her05, Her07]. Following the conventions of [GTL17, §4.1], this coproduct restricts to a homomorphism

$$
\Delta_{\zeta}^{D}: U_{q}^{0}(L \mathfrak{g}) \longrightarrow U_{q}^{0}(L \mathfrak{g})^{\otimes 2}\left[\zeta, \zeta^{-1}\right], \quad \varphi_{i}^{ \pm}(z) \mapsto \varphi_{i}^{ \pm}\left(\zeta^{-1} z\right) \otimes \varphi_{i}^{ \pm}(z)
$$

Evaluating at $\zeta=1$, we obtain a homomorphism

$$
\begin{equation*}
\Delta^{1}: U_{q}^{0}(L \mathfrak{g}) \longrightarrow U_{q}^{0}(L \mathfrak{g}) \otimes_{\mathbb{C}(q)} U_{q}^{0}(L \mathfrak{g}) \tag{6.2}
\end{equation*}
$$

This defines a Drinfeld Hopf algebra structure on $U_{q}^{0}(L \mathfrak{g})$, provided we equip it with the counit $\varepsilon^{1}$ and antipode $S^{1}$ uniquely determined by

$$
\varepsilon^{1}\left(\varphi_{i}^{ \pm}(z)\right)=1 \quad \text { and } \quad S^{1}\left(\varphi_{i}^{ \pm}(z)\right)=\varphi_{i}^{ \pm}(z)^{-1} \quad \forall \quad i \in \mathbf{I}
$$

This is the analogue of the Drinfeld Hopf structure on $Y_{\hbar}^{0}(\mathfrak{g})$ from (2.9).
6.1.1. Representation theory. We will consider representations $V$ of $U_{q}(L \mathfrak{g})$ over $\mathbb{C}(q)$ which are type 1 , in the sense that $V=\bigoplus_{\mu \in \Lambda} V_{\mu}$ where for $\mu=\sum_{i} \mu_{i} \varpi_{i} \in \Lambda$ an integral weight we define

$$
V_{\mu}=\left\{v \in V: K_{i} v=q^{\mu_{i}} v \quad \forall i \in \mathbf{I}\right\}
$$

We say that $V$ is a highest weight module if it is generated by a vector $v$ with all $X_{i, r}^{+} v=0$, and such that

$$
\varphi_{i, r}^{ \pm} v=\Phi_{i, r}^{ \pm} v
$$

for some elements $\Phi_{i, r}^{ \pm} \in \mathbb{C}(q)$. Note that necessarily we must have $\Phi_{i, 0}^{+} \Phi_{i, 0}^{-}=1$. For any such elements we define series

$$
\Phi_{i}^{ \pm}(z)=\sum_{r \geq 0} \Phi_{i, \pm r}^{ \pm} z^{\mp r} \in \mathbb{C}(q) \llbracket z^{\mp 1} \rrbracket
$$

and encode these as the tuple $\underline{\Phi}=\left(\Phi_{i}^{ \pm}(z)\right)_{i \in \mathbf{I}}$. There is a unique irreducible highest weight module with this highest weight $\Phi$.
Theorem 6.3 ([CP95, Theorem 3.3]). Let $V$ be the irreducible highest weight representation corresponding to $\underline{\Phi}$. Then $V$ is finite-dimensional over $\mathbb{C}(q)$ if and only if there exist monic polynomials $P_{i}(u) \in \mathbb{C}(q)[u]$ with constant term 1 such that

$$
\Phi_{i}^{+}(z)=q_{i}^{\operatorname{deg}\left(P_{i}\right)} \frac{P_{i}\left(q_{i}^{-2} z\right)}{P_{i}(z)}=\Phi_{i}^{-}(z)
$$

in the sense that the left- and right-hand sides are the Laurent expansion of the middle rational function at $z=\infty$ and $z=0$, respectively.

In particular, in the above theorem the action of $K_{i}^{ \pm 1}=\varphi_{i, 0}^{ \pm}$on the highest weight vector $v \in V$ is given by $\Phi_{i, 0}^{ \pm}=q^{ \pm \operatorname{deg}\left(P_{i}\right)}$, i.e. the highest weight is $\lambda=$ $\sum_{i} \operatorname{deg}\left(P_{i}\right) \varpi_{i} \in \Lambda$.
6.2. Braid group actions. The general results of Lusztig [Lus10] provide actions of braid groups on quantum groups and on their integrable representations. Two cases will be most relevant to us:
(1) The affine braid group $\mathscr{B}_{\widehat{\mathfrak{g}}}$ acts on the quantum affine algebra $U_{q}(\widehat{\mathfrak{g}})$, via the operators $T_{i, 1}^{\prime \prime}$ for $i \in \widehat{\mathbf{I}}$ from [Lus10, $\left.\S 37\right]$. Their action on the DrinfeldJimbo generators of $U_{q}(\widehat{\mathfrak{g}})$ ( $c f$. Remark 6.2 ) can be written explicitly, see [Bec94a, §1.3].

Consider the subgroup $\mathscr{B}_{\mathfrak{g}} \subset \mathscr{B}_{\widehat{\mathfrak{g}}}$. Using the explicit formulas for the action of $\mathscr{B}_{\widehat{\mathfrak{g}}}$ on $U_{q}(\widehat{\mathfrak{g}})$, it is easy to see that the action of $\mathscr{B}_{\mathfrak{g}}$ preserves the subalgebra $U_{q}(\widetilde{\mathfrak{g}}) \subset U_{q}(\widehat{\mathfrak{g}})$ and passes to the quotient $U_{q}(L \mathfrak{g})$. We will denote the action of its generators on $U_{q}(L \mathfrak{g})$ by $\tau_{i}$ for $i \in \mathbf{I}$, following our notation from $\S 3.2$. For any $i, j \in \mathbf{I}$, these operators satisfy

$$
\tau_{i}\left(K_{j}\right)=K_{j} K_{i}^{-a_{i j}}
$$

(2) Consider a representation $V$ of $U_{q}(L \mathfrak{g})$ as in the previous section, which is finite-dimensional over $\mathbb{C}(q)$. Then $V$ is an integrable representation of $U_{q}(\mathfrak{g}) \subset U_{q}(L \mathfrak{g})$, so the operators $T_{i, 1}^{\prime \prime}$ for $i \in \mathbf{I}$ from [Lus10, §5] define an action of $\mathscr{B}_{\mathfrak{g}}$ on $V$. We will denote the action of the generators by $\tau_{i}^{V}$ for
$i \in \mathbf{I}$, following our notation from §3.1. On weight spaces, these operators satisfy

$$
\tau_{i}^{V}\left(V_{\mu}\right)=V_{s_{i} \mu}
$$

Moreover, the identities proven in [Lus10, §37.2] show that

$$
\begin{equation*}
\tau_{i}^{V}(a \cdot v)=\tau_{i}(a) \cdot \tau_{i}^{V}(v) \tag{6.3}
\end{equation*}
$$

for all $a \in U_{q}(L \mathfrak{g})$ and $v \in V$, analogous to Proposition 3.1(e).
Similarly to the Yangian case considered in Section 3.2, consider the subsets $N_{q}^{ \pm}=\left\{X_{i, r}^{ \pm}: i \in \mathbf{I}, r \in \mathbb{Z}\right\}$, and the projection

$$
\Pi: U_{q}(L \mathfrak{g})=U_{q}^{0}(L \mathfrak{g}) \oplus\left(N_{q}^{-} U_{q}(L \mathfrak{g})+U_{q}(L \mathfrak{g}) N_{q}^{+}\right) \longrightarrow U_{q}^{0}(L \mathfrak{g})
$$

Mimicking Definition 3.4, we make the following definition:
Definition 6.4. The modified braid group operators on $U_{q}(L \mathfrak{g})$ are the maps

$$
\mathrm{T}_{i}: U_{q}^{0}(L \mathfrak{g}) \longrightarrow U_{q}^{0}(L \mathfrak{g}) \quad \text { for } i \in \mathbf{I}
$$

defined by the composition $\mathrm{T}_{i}=\left.\Pi \circ \tau_{i}\right|_{U_{q}^{\mathrm{o}}(L \mathfrak{g})}$.
Each $\mathrm{T}_{i}$ is a $\mathbb{C}(q)$-linear endomorphism of $U_{q}^{0}(L \mathfrak{g})$, and by the same arguments as used in Lemma 3.5 and Corollary 3.7, one can see that they are algebra homomorphisms which satisfy the braid relations of $\mathscr{B}_{\mathfrak{g}}$. In fact, they are also invertible, as follows from the next theorem.

To state this theorem precisely, let $\mathcal{U}_{q}^{0}(L \mathfrak{g})$ denote the $\mathbb{C}\left[q, q^{-1}\right]$-subalgebra of $U_{q}(L \mathfrak{g})$ generated by the elements $K_{i}^{ \pm 1}$ and $[r]_{q_{i}}^{-1} H_{i, r}$, for each $i \in \mathbf{I}$ and $r \neq 0$. The following result establishes several key properties of the operators $\mathrm{T}_{i}$, and provides the main result of this section.
Theorem 6.5. The operators $\left\{\mathbf{T}_{i}\right\}_{i \in \mathbf{I}}$ define an action of $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}^{0}(L \mathfrak{g})$ by $\mathbb{C}(q)$ Hopf algebra automorphisms. Moreover, we have:
(a) The action of $\mathrm{T}_{j}$ on $U_{q}^{0}(L \mathfrak{g})$ is uniquely determined by the formula:

$$
\mathrm{T}_{j}\left(\varphi_{i}^{ \pm}(z)\right)=\varphi_{i}^{ \pm}(z) \prod_{\ell=0}^{\left|a_{j i}\right|-1} \varphi_{j}^{ \pm}\left(z q^{-d_{j}\left(\left|a_{j i}\right|-2 \ell\right)}\right)^{(-1)^{\delta_{i j}}} \quad \forall \quad i \in \mathbf{I}
$$

In particular, we have $\mathrm{T}_{j}\left(K_{i}\right)=K_{i} K_{j}^{-a_{j i}}$.
(b) The dual action of $\mathscr{B}_{\mathfrak{g}}$ on $\operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$ generalizes an action previously studied by Chari [Cha02].
(c) The homomorphism constructed by Gautam-Toledano Laredo in [GTL13, Thm. 1.4] restricts to an embedding

$$
\Phi: \bigcup_{q}^{0}(L \mathfrak{g}) \hookrightarrow Y_{\hbar}^{0}(\mathfrak{g}) \llbracket v \rrbracket
$$

which intertwines the modified braid group actions from Definitions 6.4 and 3.4, respectively.

We will prove this result in several steps, which occupy the remainder of this paper. More precisely, in Section 6.3 we will show that under the Gautam-Toledano Laredo map, the $\mathscr{B}_{\mathfrak{g}}$ action of $Y_{\hbar}^{0}(\mathfrak{g})$ from Definition 3.4 induces an action of $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}^{0}(L \mathfrak{g})$, by operators we denote $\mathrm{T}_{i}^{\Phi}$. By its very definition, this action satisfies the
analogue of Theorem $6.5(\mathrm{c})$; see Corollary 6.8. We will then show explicitly that this braid group action dualizes Chari's action on weights, and thus satisfies Part (b) of Theorem 6.5; see Remark 6.9 and Proposition 6.12. Finally, in Section 6.5 we will compare these operators and show that $\mathrm{T}_{i}=\mathrm{T}_{i}^{\Phi}$, which will complete the proof of the above theorem.
Remark 6.6. In [FT19, §6], Finkelberg and Tsymbaliuk introduced $U_{q}(L \mathfrak{g})$ versions of the GKLO generators from Section 2.3. It seems plausible that one could prove Part (a) of the above theorem by a similar calculation to Proposition 3.8, though we will not study this question here.
6.3. From Yangians to quantum loop algebras. In this section, we let $v$ be a formal variable and define $\mathbb{Y}_{v}(\mathfrak{g})$ to be the Rees algebra of $Y_{\hbar}(\mathfrak{g})$ over $\mathbb{C}[v]$. That is, it is the graded $\mathbb{C}[v]$-algebra

$$
\mathbb{Y}_{v}(\mathfrak{g})=\bigoplus_{n \geq 0} v^{n} \mathcal{F}_{n} Y_{\hbar}(\mathfrak{g}) \subset Y_{\hbar}(\mathfrak{g})[v]
$$

where $\operatorname{deg}(v)=1$. Similarly, we let $\mathbb{Y}_{v}^{0}(\mathfrak{g})$ denote the Rees algebra of $Y_{\hbar}^{0}(\mathfrak{g})$ - this is precisely the subalgebra of $\mathbb{Y}_{v}(\mathfrak{g})$ generated by $\left\{v^{r} \xi_{i, r}\right\}_{i \in \mathbf{I}, r \geq 0}$.

Note that, for each $j \in \mathbf{I}$, the operator $\mathbf{T}_{j}$ extends naturally to a $\mathbb{C}[v]$-algebra automorphism of $Y_{\hbar}^{0}(\mathfrak{g})[v]$ which preserves each component $\mathbb{Y}_{v}^{0}(\mathfrak{g})_{n}=v^{n} \mathcal{F}_{n} Y_{\hbar}(\mathfrak{g})$ of $\mathbb{Y}_{v}^{0}(\mathfrak{g})$ as $\mathrm{T}_{j}$ is a filtered map of degree zero. These operators define an action of $\mathscr{B}_{\mathfrak{g}}$ on $\mathbb{Y}_{v}^{0}(\mathfrak{g})$ by graded algebra automorphisms, and thus an action of $\mathscr{B}_{\mathfrak{g}}$ on the formal completion

$$
\widehat{\mathbb{Y}_{v}^{0}(\mathfrak{g})}=\prod_{n \geq 0} \mathbb{Y}_{v}^{0}(\mathfrak{g})_{n} \subset Y_{\hbar}^{0}(\mathfrak{g}) \llbracket v \rrbracket
$$

by $\mathbb{C} \llbracket v \rrbracket$-algebra automorphisms. In what follows, we shall also view $\widehat{\mathbb{Y}_{v}^{0}(\mathfrak{g})}$ as a $\mathbb{C}\left[q, q^{-1}\right]$-algebra via the embedding $\mathbb{C}\left[q, q^{-1}\right] \hookrightarrow \mathbb{C} \llbracket v \rrbracket$ given by $q \mapsto e^{\frac{v}{2}}$.

Recall from above the statement of Theorem 6.5 that $\mathcal{U}_{q}^{0}(L \mathfrak{g})$ is the $\mathbb{C}\left[q, q^{-1}\right]$ subalgebra of $U_{q}(L \mathfrak{g})$ generated by $K_{i}^{ \pm 1}$ for each $i \in \mathbf{I}$, together with the elements

$$
\mathrm{h}_{i, r}:=\frac{H_{i, r}}{[r]_{q_{i}}}
$$

for all $i \in \mathbf{I}$ and nonzero $r \in \mathbb{Z}$. By Theorem 1.4 of [GTL13], there is an embedding of $\mathbb{C}\left[q, q^{-1}\right]$-algebras

$$
\Phi: U_{q}^{0}(L \mathfrak{g}) \hookrightarrow \widehat{\mathbb{Y}_{v}^{0}(\mathfrak{g})}
$$

uniquely determined by the formulas

$$
\begin{equation*}
\Phi\left(K_{i}\right)=\exp \left((v / 2) \xi_{i, 0}\right) \quad \text { and } \quad \Phi\left(\mathrm{h}_{i, r}\right)=\frac{v}{q_{i}^{r}-q_{i}^{-r}} \mathcal{B}_{i}(r v / \hbar) \tag{6.4}
\end{equation*}
$$

for all $i \in \mathbf{I}$ and nonzero $r \in \mathbb{Z}$, where we recall that $\mathcal{B}_{i}(u)$ is the Borel transform of $t_{i}(u)$; see below (2.8). More precisely, $\Phi$ is obtained by restricting the embedding $\mathbb{U}_{v}(L \mathfrak{g}) \hookrightarrow \widehat{\mathbb{Y}_{v}(\mathfrak{g})}$ constructed in [GTL13, Thm. 1.4] to $\mathcal{U}_{q}^{0}(L \mathfrak{g}) \subset \mathbb{U}_{v}(L \mathfrak{g})$, where $\mathbb{U}_{v}(L \mathfrak{g})$ is the $v$-adic analogue of $U_{q}(L \mathfrak{g})$; see [GTL13, §2.3].

The homomorphism $\Phi$ is easily seen to intertwine Drinfeld Hopf algebra structures on both sides. Indeed, on the one hand, the subalgebra $U_{q}^{0}(L \mathfrak{g}) \subset U_{q}^{0}(L \mathfrak{g})$ inherits a Hopf algebra structure over $\mathbb{C}\left[q, q^{-1}\right]$ by restricting the Drinfeld Hopf
structure (6.2) from $U_{q}^{0}(L \mathfrak{g})$. On the other hand, $\widehat{\mathbb{Y}_{v}^{0}(\mathfrak{g})}$ is naturally a topological Hopf algebra over $\mathbb{C}[v]$ under the Drinfeld Hopf algebra structure determined by (2.9). These two structures are intertwined by $\Phi$ since this is true on all generators in equation (6.4): $K_{i}$ is grouplike and $\xi_{i, 0}$ is primitive, while the elements $\mathrm{h}_{i, r}$ and $t_{i, s}$ are all primitive. (Similarly, the counits and antipodes are intertwined.)
Proposition 6.7. Let $j \in \mathbf{I}$. Then there is a unique $\mathbb{C}\left[q, q^{-1}\right]$-Hopf algebra automorphism $\mathrm{T}_{j}^{\Phi}$ of $\mathcal{U}_{q}^{0}(L \mathfrak{g})$ satisfying $\Phi \circ \mathrm{T}_{j}^{\Phi}=\mathrm{T}_{j} \circ \Phi$. It is given explicitly by the formulas

$$
\mathrm{T}_{j}^{\Phi}\left(K_{i}\right)=K_{s_{j}\left(\alpha_{i}\right)}=K_{i} K_{j}^{-a_{j i}} \quad \text { and } \quad \mathrm{T}_{j}^{\Phi}\left(\mathrm{h}_{i, r}\right)=\mathrm{h}_{i, r}-q_{j}^{r} \frac{\left[r a_{i j}\right]_{q_{i}}}{[r]_{q_{i}}} \mathrm{~h}_{j, r}
$$

for all $i \in \mathbf{I}$ and nonzero $r \in \mathbb{Z}$.
Proof. Let $j \in \mathbf{I}$. Since $\Phi$ is injective, to establish the existence of a (necessarily unique) $\mathbb{C}\left[q, q^{-1}\right]$-Hopf algebra automorphism $\mathrm{T}_{j}^{\Phi}$ of $\varkappa_{q}^{0}(L \mathfrak{g})$ satisfying $\Phi \circ \mathrm{T}_{j}^{\Phi}=$ $\mathrm{T}_{j} \circ \Phi$, it is sufficient to show that, for each $i \in \mathbf{I}$ and $r \in \mathbb{Z} \backslash\{0\}$, one has

$$
\begin{equation*}
\mathrm{T}_{j}\left(\Phi\left(K_{i}\right)\right)=\Phi\left(K_{i} K_{j}^{-a_{j i}}\right) \quad \text { and } \quad \mathrm{T}_{j}\left(\Phi\left(\mathrm{~h}_{i, r}\right)\right)=\Phi\left(\mathrm{h}_{i, r}-q_{j}^{r} \frac{\left[r a_{i j}\right]_{q_{i}}}{[r]_{q_{i}}} \mathrm{~h}_{j, r}\right) . \tag{6.5}
\end{equation*}
$$

Note that a proof of these relations will simultaneously prove the second assertion of the proposition. The first relation of (6.5) follows from the fact that, for each $i \in \mathbf{I}$, we have

$$
\mathrm{T}_{j}\left(\Phi\left(K_{i}\right)\right)=\exp \left(\frac{v}{2} s_{i}\left(\xi_{i, 0}\right)\right)=\exp \left(\frac{v}{2}\left(\xi_{i, 0}-a_{j i} \xi_{j, 0}\right)\right)=\Phi\left(K_{i} K_{j}^{-a_{j i}}\right)
$$

Hence, we are left to verify the second relation of (6.5). To this end, recall from Corollary 3.9 that $\mathrm{T}_{j}\left(t_{i, k}\right)$ is uniquely determined by the formula

$$
\mathrm{T}_{j}\left(t_{i}(u)\right)=t_{i}(u)-\mathrm{q}^{-d_{j}}\left[a_{j i}\right]_{\mathrm{q}^{d_{j}}}\left(t_{j}(u)\right)
$$

where $\mathbf{q}=e^{\frac{\hbar}{2} \partial_{u}}$, viewed as an operator on $Y_{\hbar}^{0}(\mathfrak{g}) \llbracket u^{-1} \rrbracket$. From this and the formula (3.5), we deduce that $\mathrm{T}_{j}\left(t_{i, k}\right)$ is given explicitly by

$$
\mathrm{T}_{j}\left(t_{i, k}\right)=t_{i, k}+(-1)^{\delta_{i j}} \sum_{\ell=0}^{\left|a_{j i}\right|-1} \sum_{b=0}^{k}\binom{k}{b} t_{j, b}\left(a_{j i ; \ell}\right)^{k-b},
$$

where we have set $a_{j i ; \ell}:=\frac{\hbar d_{j}}{2}\left(\left|a_{j i}\right|-2 \ell\right)$. Using the definition of $\Phi$, we then obtain

$$
\begin{aligned}
\left(\mathrm{T}_{j}-\mathrm{id}\right) \Phi\left(\mathrm{h}_{i, r}\right) & =\frac{v(-1)^{\delta_{i j}}}{q_{i}^{r}-q_{i}^{-r}} \sum_{k \geq 0} \frac{(r v / \hbar)^{k}}{k!} \sum_{\ell=0}^{\left|a_{j i}\right|-1} \sum_{b=0}^{k}\binom{k}{b} t_{j, b}\left(a_{j i ; \ell}\right)^{k-b} \\
& =\frac{v(-1)^{\delta_{i j}}}{q_{i}^{r}-q_{i}^{-r}} \sum_{b \geq 0} t_{j, b} \frac{(r v / \hbar)^{b}}{b!} \sum_{\ell=0}^{\left|a_{j i}\right|-1} \sum_{k \geq b} \frac{\left((r v / \hbar) a_{j i ; \ell}\right)^{k-b}}{(k-b)!} \\
& =\left((-1)^{\delta_{i j}} \frac{q_{j}^{r}-q_{j}^{-r}}{q_{i}^{r}-q_{i}^{-r}} \sum_{b=0}^{\left|a_{j i}\right|-1} q^{d_{j} r\left(\left|a_{j i}\right|-2 \ell\right)}\right) \cdot \Phi\left(\mathrm{h}_{j, r}\right)
\end{aligned}
$$

where in the last equality we have used the definition of $a_{j i ; \ell}$ and $q=e^{\frac{v}{2}}$. Next, observe that since $\sum_{b=0}^{\left|a_{j i}\right|-1} q^{r d_{j}\left(\left|a_{j i}\right|-2 \ell\right)}=q_{j}^{r}\left[\left|a_{j i}\right|\right]_{q_{j}^{r}}$, we have

$$
(-1)^{\delta_{i j}} \frac{q_{j}^{r}-q_{j}^{-r}}{q_{i}^{r}-q_{i}^{-r}} \sum_{b=0}^{\left|a_{j i}\right|-1} q^{d_{j} r\left(\left|a_{j i}\right|-2 \ell\right)}=-\frac{q_{j}^{r}-q_{j}^{-r}}{q_{i}^{r}-q_{i}^{-r}} q_{j}^{r}\left[a_{j i}\right]_{q_{j}^{r}}=-q_{j}^{r} \frac{\left[r a_{i j}\right]_{q_{i}}}{[r]_{q_{i}}} .
$$

Combining this with the above expression for $\left(\mathrm{T}_{j}-\mathrm{id}\right) \Phi\left(\mathrm{h}_{i, r}\right)$ yields the second relation of (6.5) and thus completes the proof of the proposition.

Corollary 6.8. For each $j \in \mathbf{I}$, the operator $\mathrm{T}_{j}^{\Phi}$ uniquely extends to a $\mathbb{C}(q)$-Hopf algebra automorphism of $U_{q}^{0}(L \mathfrak{g})$ satisfying

$$
\mathrm{T}_{j}^{\Phi}\left(\varphi_{i}^{ \pm}(z)\right)=\varphi_{i}^{ \pm}(z) \prod_{\ell=0}^{\left|a_{j i}\right|-1} \varphi_{j}^{ \pm}\left(z q^{-d_{j}\left(\left|a_{j i}\right|-2 \ell\right)}\right)^{(-1)^{\delta_{i j}}} \quad \forall \quad i \in \mathbf{I} .
$$

Moreover, the assignment $\tau_{j} \mapsto \mathrm{~T}_{j}^{\Phi}$ defines an action of $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}^{0}(L \mathfrak{g})$.
Proof. That the $\mathrm{T}_{j}^{\Phi}$ uniquely extend to $\mathbb{C}(q)$-Hopf algebra automorphisms of $U_{q}^{0}(L \mathfrak{g})$ satisfying the defining braid relations of $\mathscr{B}_{\mathfrak{g}}$ follows from the tensor decomposition $U_{q}^{0}(L \mathfrak{g}) \cong \varkappa_{q}^{0}(L \mathfrak{g}) \otimes_{\mathbb{C}\left[q, q^{-1}\right]} \mathbb{C}(q)$, Proposition 6.7, and that the operators $\left\{\mathrm{T}_{j}\right\}_{j \in \mathbf{I}}$ define an action of $\mathscr{B}_{\mathfrak{g}}$ on $\widehat{Y_{v}^{0}(\mathfrak{g})}$. Hence, we are left to check that $\mathrm{T}_{j}^{\Phi}\left(\varphi_{i}^{ \pm}(z)\right)$ is given as claimed in the statement of the corollary. To this end, observe that by Proposition 6.7, we have

$$
\mathrm{T}_{j}^{\Phi}\left(H_{i, r}\right)=H_{i, r}-q_{j}^{r} \frac{\left[r a_{i j}\right]_{q_{i}}}{[r]_{q_{j}}} H_{j, r}=H_{i, r}-\frac{q_{j}-q_{j}^{-1}}{q_{i}-q_{i}^{-1}} q_{j}^{r}\left[a_{j i}\right]_{q_{j}^{r}} H_{j, r}
$$

It follows that

$$
\begin{aligned}
\mathrm{T}_{j}^{\Phi}\left(\varphi_{i}^{ \pm}(z)\right) & =\mathrm{T}_{j}^{\Phi}\left(K_{i}\right)^{ \pm 1} \exp \left( \pm\left(q_{i}-q_{i}^{-1}\right) \sum_{r>0} \mathrm{~T}_{j}^{\Phi}\left(H_{i, \pm r}\right) z^{\mp r}\right) \\
& =\varphi_{i}^{ \pm}(z) K_{j}^{\mp a_{j i}} \exp \left(\mp\left(q_{j}-q_{j}^{-1}\right) \sum_{r>0} q_{j}^{ \pm r}\left[a_{j i}\right]_{q_{j}^{ \pm r}} H_{j, \pm r} z^{\mp r}\right)
\end{aligned}
$$

Substituting the equality $-q_{j}^{ \pm r}\left[a_{j i}\right]_{q_{j}^{ \pm r}}=(-1)^{\delta_{i j}} \sum_{\ell=0}^{\left|a_{j i}\right|-1} q^{ \pm r d_{j}\left(\left|a_{j i}\right|-2 \ell\right)}$ into this formula outputs the claimed expression for $\mathrm{T}_{j}^{\Phi}\left(\varphi_{i}^{ \pm}(z)\right)$.
Remark 6.9. Following [Cha02], define $h_{i}(u)=\sum_{r>0} h_{i, r} u^{r}$ for each $i \in \mathbf{I}$. Then the formulas of Proposition 6.7 yield

$$
\mathrm{T}_{j}^{\Phi}\left(\mathrm{h}_{i}(u)\right)=\mathrm{h}_{i}(u)+(-1)^{\delta_{i j}} \sum_{b=0}^{\left|a_{i j}\right|-1} \mathrm{~h}_{j}\left(q_{i}^{\left(\left|a_{i j}\right|-1-2 b\right)} q_{j} u\right) \quad \forall \quad i, j \in \mathbf{I} .
$$

Equivalently, one has $\mathrm{T}_{j}^{\Phi}\left(\mathrm{h}_{i}(u)\right)=\mathrm{h}_{i}(u)$ if $a_{i j}=0, \mathrm{~T}_{j}^{\Phi}\left(\mathrm{h}_{j}(u)\right)=-\mathrm{h}_{j}\left(q_{j}^{2} u\right)$, while

$$
\mathrm{T}_{j}^{\Phi}\left(\mathrm{h}_{i}(u)\right)= \begin{cases}\mathrm{h}_{i}(u)+\mathrm{h}_{j}\left(q_{j} u\right) & \text { if } a_{i j}=-1 \\ \mathrm{~h}_{i}(u)+\mathrm{h}_{j}\left(q^{3} u\right)+\mathrm{h}_{j}(q u) & \text { if } a_{i j}=-2 \\ \mathrm{~h}_{i}(u)+\mathrm{h}_{j}\left(q^{5} u\right)+\mathrm{h}_{j}\left(q^{3} u\right)+\mathrm{h}_{j}(q u) & \text { if } a_{i j}=-3\end{cases}
$$

We note that these are exactly the formulas from [Cha02, (3.4)], up to a missing subscript $j$ in [Cha02] in the case where $a_{i j}=-1$. More precisely, the action of $\mathscr{B}_{\mathfrak{g}}$ constructed therein is realized on the space

$$
\mathcal{A}^{n}:=\operatorname{Hom}_{A l g}\left(U_{q}^{0}(L \mathfrak{g})^{+}, \mathbb{C}(q)\right) \cong\left\{\left(\mu_{i}(u)\right)_{i \in \mathbf{I}} \in \mathbb{C}(q) \llbracket u \rrbracket: \mu_{i}(0)=0 \quad \forall i \in \mathbf{I}\right\}
$$

where $U_{q}^{0}(L \mathfrak{g})^{+}$is the subalgebra of $U_{q}^{0}(L \mathfrak{g})$ generated by $\left\{\mathrm{h}_{i, r}\right\}_{i \in \mathbf{I}, r>0}$. The relation between the two actions will be discussed in more detail in the next section below.

Remark 6.10. Similarly to Section 3.4 , the action of $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}^{0}(L \mathfrak{g})$ from Corollary 6.8 gives rise to an action of the Hecke algebra $\mathscr{H}_{z}(\mathfrak{g})$. To see this, define a $\mathbb{C}(q)$ algebra automorphism z of $U_{q}^{0}(L \mathfrak{g})$ by $\mathrm{z}\left(K_{i}\right)=K_{i}$ and $\mathrm{z}\left(\mathrm{h}_{i, r}\right)=q_{i}^{-r} \mathrm{~h}_{i, r}$. Next, similarly to Proposition 3.11, define operators $T_{i}=\mathrm{z}^{d_{i}} \circ \mathrm{~T}_{i}^{\Phi}$ on $U_{q}^{0}(L \mathfrak{g})$, for each $i \in \mathbf{I}$. Explicitly, using the formulas from Proposition 6.7 and Corollary 6.8, these algebra automorphisms are determined by:

$$
T_{j}\left(\mathbf{h}_{i, r}\right)=q_{j}^{-r} \mathbf{h}_{i, r}-\left[a_{i j}\right]_{q_{i}^{r}} \mathbf{h}_{j, r}
$$

For any non-zero integer $r \in \mathbb{Z}$, consider the finite-dimensional $\mathbb{C}(q)$-vector space

$$
\mathbb{U}_{r}=\operatorname{span}_{\mathbb{C}(q)}\left\{\mathrm{h}_{i, r}: i \in \mathbf{I}\right\}=\operatorname{span}_{\mathbb{C}(q)}\left\{H_{i, r}: i \in \mathbf{I}\right\}
$$

Then the operators $\left\{T_{i}\right\}_{i \in \mathbf{I}}$ define an action of $\mathscr{H}_{z}(\mathfrak{g})$ on $\mathbb{U}_{r}$, where $z$ acts by z. This can be proven by explicit calculations similar to the proof of Proposition 3.11.
6.4. Dual action on weights. By Corollary 6.8, there is an action of $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}^{0}(L \mathfrak{g})$ defined by the operators $\left\{\mathbf{T}_{i}^{\Phi}\right\}_{i \in \mathbf{I}}$. For $\sigma \in \mathscr{B}_{\mathfrak{g}}$, let us denote the corresponding operator on $U_{q}^{0}(L \mathfrak{g})$ by $\sigma^{\Phi}$. Analogously to Ssection 4.1, we dualize to obtain an action of $\mathscr{B}_{\mathfrak{g}}$ on $\operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$, via the rule

$$
\begin{equation*}
\sigma(\gamma)(y)=\gamma\left(\vartheta(\sigma)^{\Phi} \cdot y\right) \tag{6.6}
\end{equation*}
$$

for any $\sigma \in \mathscr{B}_{\mathfrak{g}}, y \in U_{q}^{0}(L \mathfrak{g})$, and $\gamma \in \operatorname{Hom}_{A l g}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$. In other words, this action is determined by the requirement that $\tau_{i} \in \mathscr{B}_{\mathfrak{g}}$ acts by the transpose/adjoint of $\mathrm{T}_{i}^{\Phi}$, so that $\tau_{i}(\gamma)=\left(\mathrm{T}_{i}^{\Phi}\right)^{*}(\gamma)=\gamma \circ \mathrm{T}_{i}^{\Phi}$.

Each homomorphism $\gamma \in \operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$ may be encoded by a tuple $\underline{\Phi}=\left(\Phi_{i}^{ \pm}(z)\right)_{i \in \mathbf{I}}$, where $\Phi_{i}^{ \pm}(z)=\gamma\left(\varphi_{i}^{ \pm}(z)\right)$. This correspondence allows us to identify $\operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$ with the following space of tuples of formal series:

$$
\left\{\left(\Phi_{i}^{ \pm}(z)\right)_{i \in \mathbf{I}} \in \mathbb{C}(q) \llbracket z^{\mp 1} \rrbracket^{\mathbf{I}}: \forall i \in \mathbf{I}, \Phi_{i, 0}^{+} \Phi_{i, 0}^{-}=1 \text { where } \Phi_{i}^{ \pm}(z)=\sum_{r \geq 0} \Phi_{i, \pm r}^{ \pm} z^{\mp r}\right\}
$$

The Drinfeld Hopf algebra structure (6.2) on $U_{q}^{0}(L \mathfrak{g})$ induces a group structure on this set, which is a subgroup of the group $\left(\mathbb{C}(q) \llbracket z^{-1} \rrbracket^{\times} \times \mathbb{C}(q) \llbracket z \rrbracket^{\times}\right)^{\mathbf{I}}$ under componentwise multiplication.

With this identification in mind, we have the following analogue of Corollary 4.1, which follows by an analogous proof:
Corollary 6.11. The formula (6.6) defines an action of the braid group $\mathscr{B}_{\mathfrak{g}}$ on $\operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$ by group automorphisms. Moreover, for any element $\underline{\Phi}=$
$\left(\Phi_{i}^{ \pm}(z)\right)_{i \in \mathbf{I}} \in \operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$, the components $\tau_{j}(\underline{\Phi})_{i}^{ \pm}$of $\tau_{j}(\underline{\Phi})$ are given by

$$
\tau_{j}(\underline{\Phi})_{i}^{ \pm}=\Phi_{i}^{ \pm}(z) \prod_{\ell=0}^{\left|a_{j i}\right|-1} \Phi_{j}^{ \pm}\left(z q^{-d_{j}\left(\left|a_{j i}\right|-2 \ell\right)}\right)^{(-1)^{\delta_{i j}}}
$$

By restricting to the subalgebra $U_{q}^{0}(L \mathfrak{g})^{+} \subset U_{q}^{0}(L \mathfrak{g})$ from Remark 6.9, we also obtain an induced action of $\mathscr{B}_{\mathfrak{g}}$ on

$$
\mathcal{A}^{n}=\operatorname{Hom}_{A l g}\left(U_{q}^{0}(L \mathfrak{g})^{+}, \mathbb{C}(q)\right) \cong\left\{\left(\mu_{i}(u)\right)_{i \in \mathbf{I}} \in \mathbb{C}(q) \llbracket u \rrbracket: \mu_{i}(0)=0 \quad \forall i \in \mathbf{I}\right\} .
$$

More explicitly, for any $\gamma \in \operatorname{Hom}_{A l g}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$ we consider the images

$$
\mu_{i}(u):=\gamma\left(\mathrm{h}_{i}(u)\right) \in \mathbb{C}(q) \llbracket u \rrbracket
$$

of the series $\mathrm{h}_{i}(u)=\sum_{r>0} \mathrm{~h}_{i, r} u^{r}$, and encode these as a tuple $\underline{\mu}=\left(\mu_{i}(u)\right)_{i \in \mathbf{I}} \in$ $\mathcal{A}^{n}$. Recall that the action of $\mathscr{B}_{\mathfrak{g}}$ on the generating series $\mathrm{h}_{i}(u)$ for $U_{q}^{0}(L \mathfrak{g})^{+}$was described in Remark 6.9. We immediately deduce expressions for the components $\tau_{j}(\underline{\mu})_{i}$ of the image $\tau_{j}(\underline{\mu}) \in \mathcal{A}^{n}$ under any generator $\tau_{j} \in \mathscr{B}_{\mathfrak{g}}$ : we have $\tau_{j}(\underline{\mu})_{i}=$ $\mu_{i}(\bar{u})$ if $a_{i j}=0, \tau_{j}(\underline{\mu})_{j}=-\mu_{j}\left(q_{j}^{2} u\right)$, and finally

$$
\tau_{j}(\underline{\mu})_{i}= \begin{cases}\mu_{i}(u)+\mu_{j}\left(q_{j} u\right) & \text { if } a_{i j}=-1 \\ \mu_{i}(u)+\mu_{j}\left(q^{3} u\right)+\mu_{j}(q u) & \text { if } a_{i j}=-2 \\ \mu_{i}(u)+\mu_{j}\left(q^{5} u\right)+\mu_{j}\left(q^{3} u\right)+\mu_{j}(q u) & \text { if } a_{i j}=-3\end{cases}
$$

This exactly recovers Chari's braid group action on $\mathcal{A}^{n}$ from [Cha02, (3.4)], up to a missing subscript $j$ in [Cha02] in the case $a_{i j}=-1$.

This discussion puts us in place to apply Chari's result [Cha02, Prop. 4.1] on the weights of extremal vectors in representations of $U_{q}(L \mathfrak{g})$, which provides the quantum loop analogue of Proposition 4.7. We summarize this as follows:
Proposition 6.12. The action of $\mathscr{B}_{\mathfrak{g}}$ on $\mathcal{A}^{n}=\operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g})^{+}, \mathbb{C}(q)\right)$ agrees with Chari's action [Cha02, (3.4)]. Consequently, for any finite-dimensional irreducible representation $V$ of $U_{q}(L \mathfrak{g})$ with highest weight space $V_{\lambda}$, the following two assertions hold:
(a) Suppose that the action of $\mathrm{h}_{i}(u)$ on the highest weight space $V_{\lambda}$ is encoded by the tuple $\underline{\mu}=\left(\mu_{i}(u)\right)_{i \in \mathbf{I}} \in \mathcal{A}^{n}$. Then for any $w \in \mathscr{W}_{\mathfrak{g}}$, we have

$$
\left.\mathrm{h}_{i}(u)\right|_{V_{w(\lambda)}}=\tau_{w}(\underline{\mu})_{i} \cdot \operatorname{Id}_{V_{w(\lambda)}}
$$

where $\tau_{w}(\underline{\mu}) \in \mathcal{A}^{n}$ is the image of $\underline{\mu}$ under $\tau_{w} \in \mathscr{B}_{\mathfrak{g}}$.
(b) Suppose that the action of the series $\varphi_{i}^{ \pm}(z)$ on the highest weight space is encoded by the tuple $\Phi=\left(\Phi_{i}^{ \pm}(z)\right)_{i \in \mathbf{I}} \in \operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$. Then, for each $w \in \mathscr{W}_{\mathfrak{g}}$, we have

$$
\left.\varphi_{i}^{ \pm}(z)\right|_{V_{w(\lambda)}}=\tau_{w}(\underline{\Phi})_{i} \cdot \operatorname{Id}_{V_{w(\lambda)}}
$$

where $\tau_{i}(\underline{\Phi}) \in \operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$ is the image of $\underline{\Phi}$ under $\tau_{w} \in \mathscr{B}_{\mathfrak{g}}$.
Proof. We have already seen above that the action of $\mathscr{B}_{\mathfrak{g}}$ on $\mathcal{A}^{n}$ agrees with Chari's. Therefore, Part (a) of the proposition follows immediately from [Cha02, §4.1]. For Part (b), we first observe that Chari's proof applies equally well to the elements $\mathrm{h}_{i, r}$ for $r<0$. By taking exponentials and using the fact that $\tau_{j}\left(K_{i}\right)=K_{i} K_{j}^{-a_{j i}}$, we deduce that Part (b) holds.
6.5. Completing the proof of Theorem 6.5. Recall that in Definition 6.4 we introduced modified braid group operators $\mathrm{T}_{i}$ on $U_{q}^{0}(L \mathfrak{g})$, defined via Lusztig's braid group operators $\tau_{i}$ on $U_{q}(L \mathfrak{g})$. Recall also that $\mathscr{B}_{\mathfrak{g}}$ acts on any irreducible finite-dimensional representation $V$ of $U_{q}(L \mathfrak{g})$, via operators $\tau_{i}^{V}$.
Lemma 6.13. Let $V$ be as above. Then for any $i \in \mathbf{I}$ and any $a \in U_{q}^{0}(L \mathfrak{g})$, the eigenvalue of a acting on $V_{s_{i}(\lambda)}$ is the same as the eigenvalue of $\mathrm{T}_{i}(a)$ on $V_{\lambda}$.

Proof. This follows from the same argument as Proposition 4.7:
Choose a highest weight vector $v \in V_{\lambda}$. Then the vector $\tau_{i}^{V}(v) \in V_{s_{i}(\lambda)}$, while $v^{\prime}:=\left(\tau_{i}^{V}\right)^{2}(v) \in V_{s_{i}^{2}(\lambda)}=V_{\lambda}$ is a highest weight vector. By the compatibility condition (6.3), we have:

$$
\tau_{i}^{V}\left(a \cdot \tau_{i}^{V}(v)\right)=\tau_{i}(a) \cdot\left(\tau_{i}^{V}\right)^{2}(v)=\tau_{i}(a) \cdot v^{\prime}=\mathrm{T}_{i}(a) \cdot v^{\prime}
$$

The left-hand side reflects the eigenvalue of $a$ on $V_{s_{i}(\lambda)}$, and the right-hand side the eigenvalue of $\mathrm{T}_{i}(a)$ on $V_{\lambda}$, proving the claim.

On the other hand, in the previous two sections we used the Gautam-Toledano Laredo homomorphism to obtain an action of $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}^{0}(L \mathfrak{g})$ by operators $\mathrm{T}_{i}^{\Phi}$ (Proposition 6.7 and Corollary 6.8), and dualized this to an action of $\mathscr{B}_{\mathfrak{g}}$ on $\operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$. We have seen that this dual action extends an action of $\mathscr{B}_{\mathfrak{g}}$ on $\mathcal{A}^{n}=\operatorname{Hom}_{\text {Alg }}\left(U_{q}^{0}(L \mathfrak{g})^{+}, \mathbb{C}(q)\right)$ studied by Chari, and thereby allows us to express the action of $U_{q}^{0}(L \mathfrak{g})$ on extremal weight spaces $V_{w(\lambda)}$ (Proposition 6.12).

In particular, this shows that the operators $T_{i}^{\Phi}$ satisfy the same property from the previous lemma: for any finite-dimensional irreducible representation $V$ with highest weight space $V_{\lambda}$, and for any $a \in U_{q}^{0}(L \mathfrak{g})$, the eigenvalue of $a$ acting on $V_{s_{i}(\lambda)}$ is equal to the eigenvalue of $\mathrm{T}_{i}^{\Phi}(a)$ on $V_{\lambda}$. Indeed, this is an immediate consequence of Proposition 6.12 and the definition of (Chari's) dual action on $\operatorname{Hom}_{A l g}\left(U_{q}^{0}(L \mathfrak{g}), \mathbb{C}(q)\right)$.

Proof of Theorem 6.5. We claim that, for each $i \in \mathbf{I}$, the operators $\mathrm{T}_{i}$ and $\mathrm{T}_{i}^{\Phi}$ on $U_{q}^{0}(L \mathfrak{g})$ coincide:

$$
\begin{equation*}
\mathrm{T}_{i}=\mathrm{T}_{i}^{\Phi} \quad \forall \quad i \in \mathbf{I} \tag{6.7}
\end{equation*}
$$

Assuming this claim for the moment, we can complete the proof of Theorem 6.5. First of all, the operators $\mathrm{T}_{i}^{\Phi}$ define an action of $\mathscr{B}_{\mathfrak{g}}$ on $U_{q}^{0}(L \mathfrak{g})$ by Corollary 6.8, and therefore the operators $\mathrm{T}_{i}$ do as well. (In particular, the operators $\mathrm{T}_{i}$ are invertible.) Part (a) of the theorem follows from Corollary 6.8, Part (b) follows from Proposition 6.12, and Part (c) is precisely Proposition 6.7 and Corollary 6.8.

Finally, to prove the claim (6.7), we assume towards a contradiction that there exists an element $a \in U_{q}^{0}(L \mathfrak{g})$ such that $\mathrm{T}_{i}(a) \neq \mathrm{T}_{i}^{\Phi}(a)$. Then by Lemma 6.14 below, there exists a representation $V$ such that the difference $\mathrm{T}_{i}(a)-\mathrm{T}_{i}^{\Phi}(a)$ acts non-trivially on its highest weight space $V_{\lambda}$. But by Lemma 6.13 and the discussion afterwards, the action of $\mathrm{T}_{i}(a)-\mathrm{T}_{i}^{\Phi}(a)$ on $V_{\lambda}$ is given by the same scalar as $a-a=0$ acting on $V_{s_{i}(\lambda)}$, a contradiction. It follows that $\mathrm{T}_{i}=\mathrm{T}_{i}^{\Phi}$ on $U_{q}^{0}(L \mathfrak{g})$, completing the proof.

Lemma 6.14. For any non-zero element $a \in U_{q}^{0}(L \mathfrak{g})$, there exists an irreducible finite-dimensional representation $V$ of $U_{q}(L \mathfrak{g})$ such that a acts non-trivially on its highest weight space $V_{\lambda}$.

Proof. Let $V$ be an irreducible finite-dimensional representation of $U_{q}(L \mathfrak{g})$, with Drinfeld polynomials $P_{i}(z)$, cf. Theorem 6.3. For any $i \in \mathbf{I}$ and nonzero $r \in \mathbb{Z}$, the action of the element $H_{i, r} \in U_{q}(L \mathfrak{g})$ on the highest weight space $V_{\lambda}$ is given (up to rescaling by a constant independent of $V$ ) by the power sum symmetric function $p_{r}=\sum_{k} a_{i, k}^{r}$ in the roots $\left\{a_{i, 1}, \ldots, a_{i, d_{i}}\right\}$ of $P_{i}(z)$, see [Cha02, Thm. 2.4]. Therefore, the lemma is a consequence of the following result about rings of symmetric Laurent polynomials.

Lemma 6.15. Let $k$ be a field of characteristic 0, and consider the ring $A=$ $k\left[x_{1}^{ \pm 1}, \ldots, x_{n}^{ \pm 1}\right]^{S_{n}}$ of symmetric Laurent polynomials in $n$ variables. For each integer $r \geq 1$, consider its elements:

$$
p_{r}^{+}=x_{1}^{r}+\ldots+x_{n}^{r}, \quad p_{r}^{-}=x_{1}^{-r}+\ldots+x_{n}^{-r}
$$

If $n \geq r+s$, then the following elements are algebraically independent:

$$
p_{1}^{+}, \ldots, p_{r}^{+}, p_{1}^{-}, \ldots, p_{s}^{-}
$$

Proof. Consider the subrings $A^{+}=k\left[p_{1}^{+}, \ldots, p_{r}^{+}\right]$and $A^{-}=k\left[p_{1}^{-}, \ldots, p_{s}^{-}\right]$. By standard results about symmetric polynomials, these are both polynomial rings with alternative generators

$$
A^{+}=k\left[e_{1}^{+}, \ldots, e_{r}^{+}\right], \quad A^{-}=k\left[e_{1}^{-}, \ldots, e_{s}^{-}\right]
$$

where $e_{\ell}^{+}$(resp. $e_{\ell}^{-}$) denotes the $\ell$-th elementary symmetric polynomial in the variables $x_{1}, \ldots, x_{n}$ (resp. the variables $x_{1}^{-1}, \ldots, x_{n}^{-1}$ ).

Now, note that $e_{\ell}^{-}=e_{n-\ell}^{+} / e_{n}^{+}$. Thus $A^{-}$is generated by $e_{n-1}^{+} / e_{n}^{+}, \ldots, e_{n-s}^{+} / e_{n}^{+}$. So long as $r+s \leq n$, it is easily seen that the elements

$$
e_{1}^{+}, \ldots, e_{r}^{+}, e_{n-s}^{+} / e_{n}^{+}, \ldots, e_{n-1}^{+} / e_{n}^{+}
$$

are algebraically independent in $A$, so the claim follows.
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