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Abstract

Symmetry methods are important in the analysis of differential equation (DE) sys-
tems. In this thesis, we focus on two significant topics in symmetry analysis: non-
locally related partial differential equation (PDE) systems and the application of
the nonclassical method.

In particular, we introduce a new systematic symmetry-based method for con-
structing nonlocally related PDE systems (inverse potential systems). It is shown
that each point symmetry of a given PDE system systematically yields a nonlocally
related PDE system. Examples include applications to nonlinear reaction-diffusion
equations, nonlinear diffusion equations and nonlinear wave equations. Moreover,
it turns out that from these example PDEs, one can obtain nonlocal symmetries (in-
cluding some previously unknown nonlocal symmetries) fromsome corresponding
constructed inverse potential systems.

In addition, we present new results on the correspondence between two poten-
tial systems arising from two nontrivial and linearly independent conservation laws
(CLs) and the relationships between local symmetries of a PDE system and those
of its potential systems.

We apply the nonclassical method to obtain new exact solutions of the nonlin-
ear Kompaneets (NLK) equation

ut = x−2
(
x4

(
αux + βu+ γu2

))
x
,

whereα > 0, β ≥ 0 andγ > 0 are arbitrary constants. New time-dependent exact
solutions for the NLK equation

ut = x−2
(
x4

(
αux + γu2

))
x
,

for arbitrary constantsα > 0, γ > 0 are obtained. Each of these solutions is
expressed in terms of elementary functions. We also consider the behaviours of
these new solutions for initial conditions of physical interest. More specifically,
three of these families of solutions exhibit quiescent behaviour and the other two
families of solutions exhibit blow-up behaviour in finite time. Consequently, it
turns out that the corresponding nontrivial stationary solutions are unstable.
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Preface

Chapter 4 is based on joint work with my supervisor George Bluman. The de-
velopment of the symmetry-based method is a result of close collaboration with
him. Theorem 4.2.1 and Corollary 4.2.4 were worked out jointly. In addition, I
was responsible for the constructions of the inverse potential systems listed in this
thesis, the classifications of point symmetries of such inverse potential systems
and the proof of Proposition 4.4.4. A version of Chapter 4 hasbeen submitted for
publication.

Chapter 5 is based on joint work with George Bluman and Shou-fu Tian. A
version of Chapter 5 is published [36]. I was responsible forthe computation
of “nonclassical symmetries” and the new stationary solutionsF5 andF6 of the
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Chapter 1

Introduction

The use of symmetries to investigate the solvability of equations can be traced
to the middle of the nineteenth century when Galois established the relationship
between the solvability of polynomial equations by radicals and their symmetry
groups. Motivated by Galois’ work, Sophus Lie developed thetheory of continuous
groups, i.e., Lie groups, to deal with the solvability of differential equations (DEs)
by quadratures [66, 67].

A symmetry of a DE system is a transformation which maps the solutions of
the DE system to other solutions. In this thesis, our interest is limited to symme-
tries that are connected local Lie groups (continuous symmetries), which can be
characterized by their infinitesimal generators. Throughout this thesis, “symme-
try” means “continuous symmetry”. One important type of symmetry is a local
symmetry. Local symmetries include:

• point symmetries: in evolutionary form, the components of an infinitesimal
generator for dependent variables depend at most linearly on the first deriva-
tives of dependent variables;

• contact symmetries (exist only for scalar DEs): in evolutionary form, the
component of an infinitesimal generator for the dependent variable depends
at most on first derivatives of the dependent variable;

• higher-order symmetries: in evolutionary form, the components of an in-
finitesimal generator for dependent variables depend at most on finite order
derivatives of dependent variables.

An important feature of a point symmetry is that one is able tofind such a
symmetry systematically by Lie’s algorithm. Lie’s algorithm for finding the point
symmetries of a DE system is presented in [21, 25, 28, 29, 39, 53, 75, 76, 80, 87].
In finding the point symmetries of a DE system, one need only find the compo-
nents of their infinitesimal generators. The invariance conditions yield a system
of linear determining equations, which can be solved explicitly through various
existing software packages. There are some popular programs for solving large
over-determined DE systems, e.g., DIFFGROB2 [69, 70], standard form [84], rif
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Chapter 1. Introduction

[85], CRACK [94], etc. Lie’s algorithm can be extended to findcontact or higher-
order symmetries, in which one needs to take the differential consequences of the
given DE system into consideration.

Once one obtains a symmetry of a DE system, various applications arise.

• One can construct new solutions from known solutions.

• One can reduce the order of a given ordinary differential equation (ODE).
Moreover, one can obtain the solutions of the given ODE from those of the
reduced ODE.

• One can construct invariant solutions for a given partial differential equation
(PDE) system.

From the knowledge of the contact (point) symmetries, one isable to

• determine whether a given scalar PDE (PDE system) can be invertibly mapped
into a linear scalar PDE (PDE system), and find such a mapping when it ex-
ists [25, 29, 31, 62];

• determine whether a linear PDE with variable coefficients can be invertibly
mapped into a linear PDE with constant coefficients, and find such a map-
ping when it exists [18, 25, 29, 30].

In 1918, for a variational system, Emmy Noether introduced amethod for con-
structing conservation laws (CLs) from point symmetries ofits action functional
[73]. In 1921, Bessel-Hagen extended Noether’s work to include divergence sym-
metries, which leave invariant the action functional to within a divergence term
[14]. In [9], Anco and Bluman introduced a systematic procedure (direct method)
to construct CLs for a given DE system. The direct method includes and extends
Noether’s theorem, since it can be applied to any DE system. Moreover, the direct
method is coordinate-independent.

Topologically, continuous symmetries are not limited to local symmetries [2,
25, 29, 39, 61, 75, 91, 92]. A symmetry that is not a local symmetry is called a
nonlocal symmetry. A special kind of nonlocal symmetry is a symmetry whose in-
finitesimal generator depends on the integrals of the dependent variables. However,
it is hard to find such a special kind of nonlocal symmetry of a given PDE system
by applying Lie’s algorithm directly to it. A way to seek nonlocal symmetries of
a given PDE system is through application of Lie’s algorithmto a nonlocally re-
lated PDE system of the given PDE system. Two PDE systems areequivalentand
nonlocally relatedif they have the following properties:

2



Chapter 1. Introduction

(1) Any solution of either PDE system yields a solution of theother PDE system.

(2) The solutions of either PDE system yield all solutions ofthe other PDE sys-
tem.

(3) The correspondence between the solutions of these two PDE systems is not
one-to-one.

Throughout this thesis, “nonlocally related” means “equivalent and nonlocally re-
lated”.

Nonlocally related PDE systems play a crucial rule in the nonlocal analysis of
a given PDE system, since one could extend local analysis methods to nonlocal
ones by applying local analysis methods to nonlocally related PDE systems. Prior
to the new work presented in this thesis, there are two known systematic methods
to construct nonlocally related PDE systems [7, 19, 23–26, 29, 32, 43].

(1) The CL-based method: Usek nontrivial local CLs of a given PDE system to
construct ak-plet potential system of the given PDE system.

(2) Exclude some dependent variables from a given PDE systemto construct
subsystems.

Since one is able to find local CLs, provided they exist, of a given PDE system
systematically through the direct method, it is straightforward for one to construct
potential systems of the given PDE system systematically. To obtain subsystems,
one can exclude some dependent variables by cross-differentiation or direct sub-
stitution from the given PDE system. It is important to remark that all potential
systems arising from nontrivial CLs of a given PDE system arenonlocally related
to the given PDE system. However, not all subsystems are nonlocally related to the
given PDE system.

In the framework of nonlocally related PDE systems, nonlocal symmetries of
a given PDE systemR{x, t; u} can arise from point symmetries of any PDE system
in a tree of nonlocally related PDE systems that includesR{x, t; u}. When such
nonlocal symmetries can be found for a given PDE system, one can use such sym-
metries systematically to possibly generate further exactsolutions from its known
solutions, to construct new invariant solutions, to find nonlocal linearizations, or to
find additional nonlocal CLs.

Finding exact solutions is an essential topic in the field of DEs. One can use
symmetries to find invariant solutions of a given DE system. Lie’s classical method
is based on the construction of invariants for a symmetry of agiven DE system. If
a given PDE system admits a symmetry group, then the invariant solutions cor-
responding to this symmetry can be obtained by solving a reduced PDE system

3



Chapter 1. Introduction

with fewer independent variables than the given PDE system.In [15], (also see
[27]), Lie’s classical method for finding invariant solutions was generalized to the
nonclassical method. In the nonclassical method, invariant solutions arise from
“nonclassical symmetries”, which keep only some subsets ofthe solutions invari-
ant. By construction, the nonclassical method includes Lie’s classical method and
the direct method introduced by Clarkson and Kruskal in [45].

In this thesis, we focus on nonlocally related PDE systems, the nonclassical
method and their applications. In particular, the following new results are obtained.

• We present a relationship between two potential systems arising from two
nontrivial and linearly independent local CLs of a given PDEsystem.

• We find a correspondence between local symmetries of a given PDE system
and those of its potential systems.

• We introduce a new systematic symmetry-based method for constructing non-
locally related PDE systems and show that such nonlocally related PDE
systems yield nonlocal symmetries for specific examples. Moreover, some
nonlocal symmetries are previously unknown.

• We apply the nonclassical method to obtain new exact solutions of the di-
mensional nonlinear Kompaneets (NLK) equation[60] given by

ut = x−2
(
x4

(
αux + βu+ γu2

))
x
, (1.1)

whereα > 0, β ≥ 0 and γ > 0 are arbitrary constants. These new exact
solutions are expressible in terms of elementary functionsand allow one to
study stability properties with respect to initial data.

In Chapter 2, we give a brief introduction to symmetries, CLsand their appli-
cations.

In Chapter 3, we present the known framework for constructing nonlocally
related PDE systems and their applications. Two different cases are discussed:
PDE systems with two independent variables and PDE systems with three or more
independent variables. We present the known CL-based method for constructing
nonlocally related PDE systems (potential systems) for these two cases. We also
state the method for constructing subsystems of a given PDE system. In addition,
we present an extended procedure for constructing a tree of nonlocally related PDE
systems. Various examples are shown in this chapter. Moreover, we illustrate how
to use nonlocally related PDE systems to find nonlocal symmetries and nonlocal
CLs of a given PDE system. Two new results are presented. In particular, we
show that for two potential systems written in Cauchy-Kovalevskaya form, arising

4
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from two nontrivial and linearly independent local CLs of a given PDE system,
the potential variable of one system cannot be expressed as alocal function in
terms of the independent variables, dependent variables and their derivatives of the
other system. Furthermore, we investigate relationships between symmetries of
subsystems and those of potential systems. We prove that anylocal symmetry of
a PDE system with preciselyn local CLs can be obtained by projection of some
local symmetry of itsn-plet potential system.

In Chapter 4, we present a new systematic symmetry-based method for con-
structing nonlocally related PDE systems. It is shown that any point symmetry
of a given PDE system yields a nonlocally related PDE system (inverse potential
system). It turns out that the nonlocally related PDE systems arising from point
symmetries can also yield nonlocal symmetries of a given PDEsystem. Some
examples are listed to illustrate this new method.

In Chapter 5, firstly, we review Lie’s classical method for constructing invariant
solutions of a given PDE system. Following this, we give an introduction to the
nonclassical method. Finally, we use the nonclassical method to construct exact
solutions of the NLK equation. It is shown that the nonclassical method can yield
further exact solutions beyond those arising from point symmetries of the NLK
equation. Moreover, the new solutions are shown to be expressible in terms of
elementary functions. The properties of such new solutionsare exhibited. It turns
out that these new solutions yield five families of solutionswith initial conditions of
physical interest. In particular, three of these families of solutions exhibit quiescent
behaviour, i.e., lim

t→∞
u(x, t) = 0, and the other two families of solutions exhibit blow

up behaviour, i.e., lim
t→t∗

u(x, t∗) = ∞ for some finitet∗ depending on a constant in

their initial conditions. Moreover, new stationary solutions are presented.
In Chapter 6, conclusions and some open problems are proposed.
Throughout the thesis, we use the software package GeM to do necessary com-

putations [40].
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Chapter 2

Symmetries, Conservation Laws
and Applications

2.1 Introduction

In this chapter we review the basic ideas of local symmetriesand CLs. Lie’s algo-
rithm for finding local symmetries of a DE system is discussed. We also present
equivalence transformations and symmetry classificationsfor a class of PDEs. As
an end of this chapter, we state the direct method for constructing CLs and some
connections between symmetries and CLs.

2.2 Symmetries of DE systems

2.2.1 Lie groups and local groups of transformations

In applications, symmetries of a DE system are often Lie groups of transformations
acting on the solution manifold of the given DE.

Definition 2.2.1 An r-parameter Lie groupis anr-dimensional smooth manifold
G that is also a group with the property that the multiplication map

m : G × G → G, m(g, h) = g · h, g, h ∈ G,

and the inversion
i : G → G, i(g) = g−1, g ∈ G,

are smooth.

One significant application of Lie groups involves actions by Lie groups on
special manifolds.

Definition 2.2.2 A transformation groupacting on a smooth manifoldM is deter-
mined by a Lie groupG and a smooth mapΘ: G × M→ M, denoted byΘ(g, x) =
g·x, which satisfies

6



2.2. Symmetries of DE systems

(1) e · x = x, wheree is the identity ofG andx ∈ M.

(2) g · (h · x) = (g · h) · x for all x ∈ M, g, h ∈ G.

In many cases, we are only interested inlocal group action, i.e., for a given
x ∈ M, g · x is only defined for elementsg that lie in a small neighborhood of the
identity e.

Definition 2.2.3 A local group of transformationsacting on a smooth manifoldM
is determined by a Lie groupG, an open subsetD, with {e} × M ⊂ D ⊂ {G} × M,
and a smooth mapΘ: D→ M, denoted byΘ(g, x) = g · x, which satisfies

(1) For all x ∈ M, e · x = x.

(2) If (h, x) ∈ D, (g, h · x) ∈ D, and (g · h, x) ∈ D, theng · (h · x) = (g · h) · x.

(3) If (g, x) ∈ D, then (g−1, g · x) ∈ D andg−1 · (g · x) = x.

Among transformation groups, a one-parameter group of transformations is an
important kind that plays a significant role in various fields.

Definition 2.2.4 A (smooth) local one-parameter group of transformations(also
called alocal flow) acting on a smooth manifoldM is a local group of transforma-
tionsΘ: D→ M, whereD ⊂ R × M is theflow domain, with the properties:

(1) Θ(ε,Θ(τ, x)) = Θ(ε + τ, x), x ∈ M, for all ε, τ ∈ R such that both sides of the
equation are defined.

(2) Θ(0, x) = x, x ∈ M.

If D = R × M, Θ is called aglobal one-parameter group of transformations(or a
global flow).

In order to distinguish the pointx∈ M and the parameterε, we use the notation
Θ(x; ε) to denote a one-parameter group of transformations.

Example 2.2.5 Consider the mapΘ: R × R2→ R given by

Θ(ε, x, y) = Θ(x, y; ε) = (xcosε − ysinε, xsinε + ycosε).

ThenΘ is a global one-parameter group of transformations denoting the rotation
group on a plane.

7



2.2. Symmetries of DE systems

Theorem 2.2.6 If Θ: D → M is a smooth local one-parameter group of transfor-
mations, for eachx ∈ M, define a vector by

X|x =
d
dε

∣∣∣∣∣
ε=0
Θ(x; ε). (2.1)

Then the assignmentx 7→ X|x is a smooth vector field onM, which is called the
infinitesimal generatorof Θ.

Proof. See [64] for the proof.

Suppose the dimension ofM is n. In local coordinates, by Taylor’s formula,
for ε in a small neighborhood of 0,

Θ(x; ε) = x+ εξ(x) +O(ε2),

whereξ = (ξ1, . . . , ξn) is given by

ξi(x) =
∂

∂ε

∣∣∣∣∣
ε=0
Θi(x; ε), i = 1, . . . , n. (2.2)

Thus the infinitesimal generator ofΘ is given by

X =
n∑

i=1

ξi(x)
∂

∂xi
. (2.3)

The quantitiesξi, i = 1, . . . , n, are called theinfinitesimalsof the one-parameter
group of transformationsΘ. The transformation

x̄ = x+ ε ξ(x) (2.4)

defines theinfinitesimal transformationof Θ.

Example 2.2.7 Consider the rotation groupΘ in Example 2.2.5. According to
formula (2.3), the infinitesimal generator ofΘ is given by

X = −y
∂

∂x
+ x

∂

∂y
.

On the other hand, the infinitesimal generators can be used tocharacterize a
one-parameter group of transformations. One can obtain theone-parameter group
of transformations generated by a smooth vectorX through solving an ODE sys-
tem. We use the notation exp(εX) to denote the one-parameter group of transfor-
mations generated byX, i.e.,

exp(εX) = Θ(x; ε).

8



2.2. Symmetries of DE systems

One can show that

exp(εX)x = x+ εξ(x) +
ε2

2
X(ξ)(x) + · · · =

∞∑

k=0

εk

k!
Xk(x), (2.5)

whereX is given by (2.3),ξ = (ξ1, . . . , ξn), X(ξ) = (X(ξ1), . . . ,X(ξn)), andXk =

XX k−1.
In local coordinates, the one-parameter group of transformationsΘ(x; ε) can

be determined from its infinitesimal generator through Lie’s First Fundamental
Theorem.

Theorem 2.2.8 (Lie’s First Fundamental Theorem)A one-parameter group of
transformationsΘ(x; ε) is equivalent to the solution of the initial value problem for
a system of first order ODEs

d
dε
Θ(x; ε) = ξ (Θ(x; ε)) , Θ(x; 0) = x. (2.6)

Proof. See [21, 29, 48, 75, 80] for the proof.

Example 2.2.9 Consider the infinitesimal generator

X = 2t
∂

∂x
− xu

∂

∂u
. (2.7)

Here the one-parameter group of transformationsΘ(ε) = (t̄(ε), x̄(ε), ū(ε)) gener-
ated byX satisfies

dt̄
dε
= 0,

dx̄
dε
= 2t̄, (2.8)

dū
dε
= −x̄ū,

with initial valueΘ(0) = (t, x, u). Solving the equations (2.8), one finds that the
one-parameter group of transformationsΘ generated byX is given by

t̄ = t,

x̄ = x+ 2εt, (2.9)

ū = ue−εx−ε2t.

The following shows that, by choosing proper local coordinates, a vector field
near a regular pointx0, i.e.,Xx0 , 0, can be expressed in a simple canonical form
[21, 25, 29, 39, 53, 64, 75, 76, 80].

9



2.2. Symmetries of DE systems

Theorem 2.2.10SupposeX is a smooth vector field on a smooth manifoldM, and
Xx0 , 0 at a pointx0 ∈ M. Then there exist smooth coordinates (y1, . . . , yn) on
some neighborhood ofx0 such thatX has the coordinate representation (canonical

form)
∂

∂yn .

If y = f (x) is a change of coordinates, then the vector field

X =
n∑

i=1

ξi(x)
∂

∂xi
(2.10)

has the expression

X =
n∑

j=1

n∑

i=1

ξi( f −1(y))
∂ f j

∂xi
( f −1(y))

∂

∂y j
(2.11)

in theycoordinates. Suppose the corresponding canonical coordinates of the vector
field X are given by

y1 = f 1(x),

y2 = f 2(x),

· · ·
yn = f n(x).

(2.12)

Since the canonical form ofX is given by
∂

∂yn , according to the formula (2.11),

f (x) = ( f 1(x), . . . , f n(x)) satisfies the following first order linear PDE system

n∑

i=1

ξi(x)
∂ f µ(x)
∂xi

=
∂yµ

∂yn = 0, µ = 1, . . . , n− 1,

n∑

i=1

ξi(x)
∂ f n(x)
∂xi

=
∂yn

∂yn = 1.

(2.13)

The canonical form of a vector field is essential in the symmetry-based method
for constructing nonlocally related PDE systems, which will be presented in Chap-
ter 4.

2.2.2 Lie algebra and Lie bracket

Definition 2.2.11 A Lie algebra is a vector spaceg endowed with an operation
[ , ]: g × g→ g, called theLie bracketfor g, that satisfies the following properties
for all X, Y, Z ∈ g:

10



2.2. Symmetries of DE systems

(1) Bilinearity: Fora, b ∈ R,

[aX + bY,Z] = a[X,Y] + b[X,Z],

[X, aY + bZ] = a[X,Y] + b[X,Z].

(2) Antisymmetry:
[X,Y] = −[Y,X].

(3) Jacobi identity:

[X, [Y,Z]] + [Z, [X,Y]] + [Y, [Z,X]] = 0.

Definition 2.2.12 Let X andY be two smooth vector fields on a smooth manifold
M. TheLie bracketof X andY is a smooth vector field [X, Y]: C∞(M)→C∞(M),
whereC∞(M) denotes the set of all smooth real-valued functions onM, defined by

[X,Y] = X(Y( f )) − Y(X( f )) f ∈ C∞(M). (2.14)

An important property of the Lie bracket is given by the following theorem.

Theorem 2.2.13SupposeF: M → N is a diffeomorphism andX, Y ∈ T (M),
whereT (M) denotes the set of all smooth vector fields onM. ThenF∗[X,Y] =
[F∗(X), F∗(Y)], whereF∗ is the pushforward associated withF.

Proof. See [64] for the proof.

Supposeg is an r-dimensional Lie algebra. Let{X1, . . . ,Xr} be a basis ofg,
then [Xi ,X j] ∈ g, i.e., there are specific constantsck

i j , i, j, k = 1, . . . , r, called the
structure constantsof g, such that

[X i ,X j ] =
r∑

k

ck
i j Xk, i, j = 1, . . . , r. (2.15)

The structure constants have the following properties.

Theorem 2.2.14 (Lie’s Third Fundamental Theorem) The structure constants
satisfy

(1) Antisymmetry:
ck

i j = −ck
ji , (2.16)

(2) Jacobi identity:
r∑

k=1

(
ck

i j c
m
kl + ck

li c
m
k j + ck

jl c
m
ki

)
= 0. (2.17)

Proof. See [48] for the proof.

11



2.2. Symmetries of DE systems

2.2.3 Jet spaces and prolongations

The basic objects we consider in this thesis are DE systems. In order to apply
infinitesimal methods to DE systems, it is necessary to extend the basic space of
independent variablesx = (x1, . . . , xn) and dependent variablesu = (u1, . . . , um) to
a space including the derivatives ofu. LetX ⋍ Rn denote the space ofn indepen-
dent variables andU ⋍ Rm denote the space ofm dependent variables.

Consider a smooth functionf : X → U, i.e., u = f (x) = ( f 1(x), . . . , f m(x)).
For eachi, there are

pk ≡
(
n+ k − 1

k

)

differentk-th order partial derivatives off i(x). Let

∂Jg(x) =
∂kg(x)

∂x j1∂x j2 · · · ∂x jk

for every smooth scalar-valued functiong(x) = g(x1, . . . , xn), whereJ = ( j1, . . . , jk)
is anunordered k-tuple of integers with 1≤ jκ ≤ n for κ = 1, . . . , k. We call J an
unordered multi-indexof orderk, i.e., |J | = k. We use the notation

∂k f (x) = (∂k f 1(x), . . . , ∂k f m(x))

to denote thek-th order partial derivatives off (x). In particular,∂ f (x) = ∂1 f (x).
Hence, there arem · pk differentk-th order partial derivatives off (x). It follows
that one needsm · pk different coordinatesui

J , i = 1, . . . ,m, |J | = k to represent all
differentk-th order partial derivatives

ui
J = ui

j1,..., jk
=

∂kui

∂x j1∂x j2 · · · ∂x jk
= ∂J f i(x)

of a functionu = f (x). Let Uk ≃ Rm·pk be the space of allk-th order partial
derivatives ofu. Consequently, the space of all the derivatives ofu up to l isU(l) ≡
U ×U1 × · · · × Ul, whose dimension is

m+mp1 + · · · +mpl = m

(
n+ l

l

)
≡ mp(l).

We denote a point inU(l) by u(l). For the smooth functionu = f (x), the l-th
prolongation off , denoted byu(l) = f (l)(x), is defined by the equations

ui
J = ∂J f i(x), i = 1, . . . ,m,

where 0≤ |J | ≤ l. (By convention,ui
0 denotes the componentui of u.)

12



2.2. Symmetries of DE systems

Definition 2.2.15 If M ⊂ X ×U is an open set, thel-jet space ofM is given by

M(l) ≡ M ×U1 × · · · × Ul .

A (local) point transformationacting onM ⊂ X × U is defined by a (local)
diffeomorphism onM:

(x̄, ū) = (F(x, u),G(x, u)) (x, u) ∈ M. (2.18)

Let K ⊂ X be an open set, andf : K →U be a continuous function. Thegraph
of f is given by

Γ( f ) =
{
(x, u) ∈ Rn × Rm : x ∈ K andu = f (x)

}
.

The l-th order prolongation of a graphΓ( f ) is given by

Γ(l)( f ) =
{
(x, u, ∂u, . . . , ∂lu) : x ∈ K, (u, ∂u, . . . , ∂lu) = ( f (x), ∂ f (x), . . . , ∂l f (x)

}
.

If τ is a local point transformation onM:

x̄ = τ1(x, u),
ū = τ2(x, u),

(2.19)

andu = f (x) is a smooth function, thenτ acts onu = f (x) by acting on its graph.
Hence, it is natural to extendτ to a mapτ(l) acting on thel-th jet space ofM, which
maps the derivatives ofu = f (x) to the derivatives of the transformed function
ū = f̄ (x̄). Thel-th order prolongation ofτ is given byτ(l) which satisfies

τ(l)
(
Γ(l)( f )

)
= Γ(l)( f̄ ). (2.20)

An l-th order (local) contact transformationis a (local) diffeomorphism ofM(l)

onto itself:
x̄i = F i(x, u(l)), i = 1, . . . , n,

ū j
J = G j

J(x, u(l)), j = 1, . . . ,m, |J | ≤ l,
(2.21)

for (x, u(l)) ∈ M(l) with the contact conditions:

dū j
J −

n∑

i=1

ū j
J,idx̄i = duj

J −
n∑

i=1

u j
J ,idxi = 0, |J | < l. (2.22)

For example, the Legendre transformation

x̄ = ux,

ū = u− xux,

ūx̄ = −x,

is a first order contact transformation that is not a first order prolongation of a point
transformation. The following significant theorem is due toBäcklund [12].
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2.2. Symmetries of DE systems

Theorem 2.2.16 If there is more than one dependent variable,m > 1, then every
contact transformation is the prolongation of a point transformation. If m = 1,
there exist first order contact transformations that are notfirst order prolongations
of point transformations. However, everyl-th order contact transformation is the
l-th order prolongation of a first order contact transformation.

Proof. See [12, 76] for the proof.

Consider the infinitesimal generatorX of a local one-parameter group of trans-
formations exp(εX) on M ⊂ X × U. We define thel-th order prolongation ofX
by

X(l)
∣∣∣
(x,u(l)) =

d
dε

∣∣∣∣∣
ε=0

exp(εX)(l)(x, u(l)), (2.23)

In local coordinates,X(l) can be computed by an explicit formula.

Definition 2.2.17 Thetotal derivativewith respect toxi is given by the differential
operator

Di = Dxi =
∂

∂xi
+

m∑

j=1

∑

J

u j
J,i

∂

∂u j
J

, (2.24)

where the summation over the multi-indicesJ is over allJ′swith |J | ≥ 0.

Theorem 2.2.18Let

X =
n∑

i=1

ξi(x, u)
∂

∂xi
+

m∑

j=1

η j(x, u)
∂

∂u j

be a smooth vector field onM. The l-th order prolongation ofX is the smooth
vector field

X(l) = X +
m∑

j=1

∑

J

η
j
J(x, u(l))

∂

∂u j
J

(2.25)

with the coefficients

η
j
J(x, u(l)) = DJ

η j −
n∑

i=1

ξiu j
i

 +
n∑

i=1

ξiu j
J,i , (2.26)

where the summation in (2.25) over the multi-indicesJ is over all unordered multi-
indices J = ( j1, . . . , jk) with 1 ≤ jκ ≤ n for κ = 1, . . . , k, 1 ≤ k ≤ l, andDJ =

D j1D j2 · · ·D jk.

Proof. See [21, 25, 29, 39, 53, 75, 76, 80] for the proof.

Let X andY be two smooth vector fields onM ⊂ X × U, then their prolonga-
tions have the properties [75, 76]:
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2.2. Symmetries of DE systems

(1) Linearity: Forc1, c2 ∈ R,

(c1X + c2Y)(l) = c1X(l) + c2Y(l).

(2) Lie bracket property:
[X,Y](l) =

[
X(l),Y(l)

]
.

2.2.4 Infinitesimal methods for symmetries

Before discussing symmetries of a DE system, it is necessaryto consider a sim-
pler case: symmetries of a system of algebraic equations. Consider a system of
algebraic equations defined forx in some manifoldM:

Fσ(x) = 0, σ = 1, . . . , s, (2.27)

whereFσ(x) ∈ C∞(M), σ = 1, . . . , s.

Definition 2.2.19 Let M be a manifold andS ⊂ M. A local group of transforma-
tionsG acting onM is asymmetry groupof S if wheneverx ∈ S, andg ∈ G is such
thatg · x is defined, theng · x ∈ S.

Let SF = {x : Fσ(x) = 0, σ = 1, . . . , s} be the set of solutions of the algebraic
equation system (2.27). A local group of transformationsG is asymmetry groupof
the algebraic equation system (2.27) if it is a symmetry group of SF .

Definition 2.2.20 Let M andN be two manifolds, and letG be a local group of
transformations acting onM. A function f : M → N is a G-invariant functionif
f (g · x) = f (x) for all x ∈ M and allg ∈ G such thatg · x is defined. IfN = R, f is
called aninvariant of G.

Theorem 2.2.21Let G be a connected group of transformations acting on a mani-
fold M. Thenζ ∈ C∞(M) is an invariant forG if and only if for every infinitesimal
generatorX of G,

X(ζ) = 0, for all x ∈ M. (2.28)

Proof. See [75, 76, 80] for the proof.

Definition 2.2.22 Let M be a smooth manifold,ζ1, . . . , ζk ∈ C∞(M) arefunction-
ally dependentif for arbitrary x0 ∈ M there exists a neighborhoodUx0 of x0 and a
functionF(y1, . . . , yk) ∈ C∞(Rk) with F . 0 on any open subset ofRk, such that

F
(
ζ1(x), . . . , ζk(x)

)
= 0, (2.29)

for all x ∈ Ux0. Otherwise,ζ1, . . . , ζk arefunctionally independent.
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2.2. Symmetries of DE systems

Theorem 2.2.23Let exp(εX) be a one-parameter group of transformations act-
ing on ann-dimensional smooth manifoldM, and letx0 ∈ M be a regular point
for X. Then exp(εX) has preciselym − 1 functionally independent local invari-
antsζ1(x), . . . , ζn−1(x) defined in a neighborhood ofx0. Moreover, any other local
invariant of exp(εX) defined nearx0 is of the form

ζ(x) = F
(
ζ1(x), . . . , ζm−1(x)

)
, (2.30)

for some smooth functionF.

Proof. See [75, 76] for the proof.

Theorems 2.2.21 and 2.2.23 provide a method for constructing invariants of a
one-parameter group of transformations near a regular point x0. Let

X =
n∑

i=1

ξi(x)
∂

∂xi

be the infinitesimal generator of a one-parameter group of transformations exp(εX).
According to Theorem 2.2.21, a local invariantζ(x) of exp(εX) satisfies

X(ζ) =
n∑

i=1

ξi(x)
∂ζ

∂xi
= 0. (2.31)

Theorem 2.2.23 implies there existn− 1 functionally independent local invariants
of exp(εX) nearx0. The general solution of the linear homogeneous first order PDE
(2.31) can be obtained through solving the corresponding characteristic system of
ODEs

dx1

ξ1(x)
=

dx2

ξ2(x)
= · · · = dxn

ξn(x)
. (2.32)

If the general solution of (2.32) is given by

ζ1(x1, . . . , xn) = c1, . . . , ζ
n−1(x1, . . . , xn) = cn−1,

whereci ’s are constants, thenζ1, . . . , ζn−1 are functionally independent local in-
variants.

Example 2.2.24Consider the one parameter rotation group SO(2) with the in-

finitesimal generatorX = −y
∂

∂x
+ x

∂

∂y
. The solution for its corresponding charac-

teristic system
dx
−y
=

dy
x

(2.33)
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2.2. Symmetries of DE systems

is given byx2 + y2 = c. Thus,ζ = x2 + y2 is a local invariant of SO(2), and any
local invariant of SO(2) is a function ofζ = x2 + y2. Geometrically, the distance
between a point and the origin is invariant under the rotation group SO(2).

Theorem 2.2.23 also assures one that there existn−1 functionally independent
solutions (f 1(x), . . . , f n−1(x)) of the PDE system (2.13) which are used to obtain
corresponding canonical coordinates of a vector fieldX. In order to obtainf n(x),
one introduces a new variablev and solves the following linear homogeneous first
order PDE

n∑

i=1

ξi(x)
∂ζ

∂xi
+
∂ζ

∂v
= 0, (2.34)

using the method of characteristics. Since

n∑

i=1

ξi(x)
∂ f n(x)
∂xi

= 1

if and only if ζ = v − f n(x) is a solution of (2.34), one can obtainf n(x) from the
solution of (2.34). Thus then − 1 functionally independent functions (f 1(x), . . . ,
f n−1(x)), together with the functionf n(x), yield the corresponding canonical coor-
dinates ofX.

Example 2.2.25Consider the vector fieldX = −y
∂

∂x
+x

∂

∂y
. Suppose the canonical

coordinates ofX are given by
z= f (x, y),

w = g(x, y).
(2.35)

From Example 2.2.24, one obtainsf (x, y) = x2 + y2. To obtaing(x, y), one first

finds the invariants ofY = X +
∂

∂v
, i.e., solves the ODEs

dx
−y
=

dy
x
=

dv
1
. (2.36)

Sincer =
√

x2 + y2 is an invariant ofY, one replacesx by
√

r2 − y2 in (2.36). This
yields the following equation

dy√
r2 − y2

=
dv
1
. (2.37)

Integrating (2.37) leads to another invariant ofY given by

ζ = v− arcsin
y
r
= v− arctan

y
x
.
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2.2. Symmetries of DE systems

Thus the canonical coordinates ofX are given by

z= x2 + y2,

w = arctan
y
x
,

(2.38)

andX =
∂

∂w
in (z,w) coordinates.

Theorem 2.2.26Suppose the algebraic equation system (2.27) is of maximal rank,

i.e., the Jacobian matrix

(
∂Fσ

∂xk

)
is of ranksfor everyx ∈ SF . ThenG is a symmetry

group of the algebraic equation system (2.27) if and only if for every infinitesimal
generatorX of G,

X(Fσ(x)) = 0, σ = 1, . . . , s, (2.39)

whenever
Fσ(x) = 0, σ = 1, . . . , s.

Proof. See [75] for the proof.

For the case of a DE system, consider a DE systemR{x; u} of s DEs of order
l with n independent variablesx = (x1, . . . , xn) and m dependent variablesu =
(u1, . . . , um) given by

Rσ(x, u(l)) = Rσ(x, u, ∂u, . . . , ∂lu) = 0, σ = 1, . . . , s. (2.40)

A solutionof the DE systemR{x; u} (2.40) is a smooth functionu = f (x) satisfying

Rσ(x, f (l)(x)) = 0, σ = 1, . . . , s,

whenx is in the domain off , i.e.,

Γ
(l)
f =

{
(x, f (l)(x))

}
⊂ SR{x;u} =

{
(x, u(l)) : Rσ(x, u(l)) = 0, σ = 1, . . . , s.

}

Definition 2.2.27 A point symmetryof the DE systemR{x; u} (2.40) is a local one-
parameter group of transformationsG that leaves invariant the solution manifold of
R{x; u} (2.40), i.e., ifu = f (x) is a solution ofR{x; u} (2.40), and the transformed
function f̄ = g · f is defined forg ∈ G, thenū = f̄ (x̄) is also a solution ofR{x; u}
(2.40).

In order to apply the infinitesimal method to the DE systemR{x; u} (2.40), it is
necessary to impose some additional conditions onR{x; u} (2.40).
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2.2. Symmetries of DE systems

Definition 2.2.28 Consider the DE systemR{x; u} (2.40). The system is ofmaxi-
mal rankif the rank of its Jacobian matrix

J(x, u(l)) =


∂Rσ

∂xi
,
∂Rσ

∂u j
J


s×(n+mp(l))

(2.41)

with respect to the variables (x, u(l)) is swheneverRσ(x, u(l)) = 0,σ = 1, . . . , s.

The maximal rank condition eliminates the redundancy of a DEsystem.

Theorem 2.2.29Suppose the DE systemR{x; u} (2.40) is of maximal rank. If
every infinitesimal generatorX of a local group of transformationsG satisfies

X(l)Rσ(x, u(l)) = 0, σ = 1, . . . , s, (2.42)

whenever
Rσ(x, u(l)) = 0, σ = 1, . . . , s,

thenG is a point symmetry ofR{x; u} (2.40).

Proof. See [21, 25, 29, 39, 53, 75, 76, 80] for the proof.

Theorem 2.2.29 provides a systematic way to find point symmetry of a DE sys-
tem with maximal rank. However, there is no assurance that all point symmetries
are found. In order to obtain a necessary and sufficient condition, the given DE
system must satisfy another condition.

Definition 2.2.30 Consider the DE systemR{x; u} (2.40). The system islocally
solvableat the point (x0, u

(l)
0 ) ∈ SR{x;u} if there exists a smooth solutionu = f (x),

defined in a neighborhood ofx0, which satisfiesu(l)
0 = f (l)(x0). A system is said to

be locally solvableif it is locally solvable at every point inSR{x;u}.

Definition 2.2.31 A DE system isnondegenerateif at every point (x0, u
(l)
0 ) ∈ M(l) it

is both of maximal rank and locally solvable. A DE system istotally nondegenerate
if it and all its differential consequences are nondegenerate.

Throughout the thesis, unless stated otherwise, all DE systems are assumed to
be totally nondegenerate.

Theorem 2.2.32Suppose the DE systemR{x; u} (2.40) is nondegenerate. A local
group of transformationsG is a point symmetry ofR{x; u} (2.40) if and only if

X(l)Rσ(x, u(l)) = 0, σ = 1, . . . , s, (2.43)

whenever
Rσ(x, u(l)) = 0, σ = 1, . . . , s,

for every infinitesimal generatorX of G.
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2.2. Symmetries of DE systems

Proof. See [21, 25, 29, 39, 53, 75, 76, 80] for the proof.

According to the properties of prolonged vector fields, the set of all infinitesi-
mal symmetries of a nondegenerate PDE system forms a Lie algebra.

Definition 2.2.33 An l-th order DE system isregular if it is of maximal rank,
analytic and contains all its differential consequences up to orderl, i.e., no further
differential consequences of orderl or less can be obtained from the DE system
through differentiation or taking integrability conditions.

Theorem 2.2.34A regular DE system is nondegenerate.

Proof. See [68] and references therein for the proof.

Theorem 2.2.32 provides us a systematic way to find the point symmetries of
an l-th order nondegenerate DE system.

Algorithm 2.2.35 (Lie’s algorithm for finding point symmetr ies): Consider an
l-th order nondegenerate DE systemR{x; u}.

1. Let the infinitesimal generatorX of the point symmetries be of the form

X =
n∑

i=1

ξi(x, u)
∂

∂xi
+

m∑

j=1

η j(x, u)
∂

∂u j
,

where the infinitesimalsξi(x, u) andη j(x, u) are unknown functions ofx and
u to be determined.

2. Find thel-th order prolongationX(l) of X according to Theorem 2.2.32.

3. Apply the l-th order prolongationX(l) to R{x; u}, and eliminate the depen-
dencies among the derivatives ofu arising fromR{x; u} itself.

4. Set the coefficients of the remaining derivatives ofu to be zero. This step
yields a system of linear PDEs for the unknown functionsξi(x, u) andη j(x, u),
called thedetermining equationsof the infinitesimals of the point symme-
tries ofR{x; u}.

5. Solve the determining equations explicitly to obtain thegeneral solutions of
ξi(x, u) andη j(x, u).

6. Exponentiate the infinitesimal generatorX to obtain the global symmetry
groups.
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2.2. Symmetries of DE systems

Example 2.2.36Consider the nonlinear reaction-diffusion equation

ut − uxx = u3. (2.44)

Since the nonlinear reaction-diffusion equation (2.44) is totally nondegenerate, one
can apply Algorithm 2.2.35 to find its all point symmetries. Let

X = ξ(x, t, u)
∂

∂x
+ τ(x, t, u)

∂

∂t
+ η(x, t, u)

∂

∂u
(2.45)

be the infinitesimal generator of a point symmetry of the nonlinear reaction-diffusion
equation (2.44). ThenX is an infinitesimal point symmetry of the nonlinear reaction-
diffusion equation (2.44) if and only if its second order prolongationX(2) satisfies

X(2)(ut − uxx − u3)
∣∣∣
ut=uxx+u3 = 0. (2.46)

According to Step 4 in Algorithm 2.2.35, one obtains the following determining
equations

u3τuu− ηuu+ ξxu = 0,

2ξx − u3τu + τxx − τt = 0,

2u3τxu − ξt − u3ξu + ξxx − 2ηxu = 0,

ηt − ηxx − 3u2ηu + u3ηu − u3τt − u6τu + u3τxx = 0,

τx = 0, τu = 0, τuu = 0, ξuu = 0, ξu + τxu = 0.

(2.47)

Direct computation shows that the nonlinear reaction-diffusion equation (2.44)
only has the three point symmetries given by the infinitesimal generators

X1 =
∂

∂x
, X2 =

∂

∂t
,

X3 = x
∂

∂x
+ 2t

∂

∂t
− u

∂

∂u
.

(2.48)

Moreover, the corresponding one-parameter groups of transformationsGi gener-
ated byX i are given by

G1 : (x̄, t̄, ū) = (x+ ε, t, u),

G2 : (x̄, t̄, ū) = (x, t + ε, u),

G3 : (x̄, t̄, ū) = (eεx, e2εt, e−εu).

(2.49)

21



2.2. Symmetries of DE systems

2.2.5 Contact and higher-order symmetries

The infinitesimals for a point symmetry depend only onx andu. A natural exten-
sion of the notion of point symmetry is by allowing the infinitesimals to depend
on derivatives ofu. We use the notationP[u] to denoteP as a smooth function
depending onx, u and derivatives ofu.

Definition 2.2.37 A generalized vector fieldis an expression of the form

X =
n∑

i=1

ξi[u]
∂

∂xi
+

m∑

j=1

η j [u]
∂

∂u j
, (2.50)

whereξi andη j are smooth functions.

Analogous to the prolongation of a smooth vector field, thel-th prolongation
of a generalized vector fieldX is given by

X(l) = X +
m∑

j=1

∑

1≤|J |≤l

η
j
J [u]

∂

∂u j
J

(2.51)

with the coefficients

η
j
J [u] = DJ

η j −
n∑

i=1

ξiu j
i

 +
n∑

i=1

ξiu j
J,i , (2.52)

with the same notation as in Theorem 2.2.14. In particular, theinfinite prolongation
of (2.50) is the infinite sum

X(∞) = X +
m∑

j=1

∑

|J |≥1

η
j
J [u]

∂

∂u j
J

, (2.53)

whereη j
J [u] is given by (2.52).

Theorem 2.2.38 If the number of dependent variables is one, i.e.,m = 1, a gen-
eralized vector fieldX is an infinitesimal generator of a one-parameter group of a
(first order) contact transformation if and only ifξi[u] = ξi(x, u, ∂u) andη1[u] =
η1(x, u, ∂u) satisfy

∂η1[u]
∂u j

−
n∑

i=1

ui
∂ξi[u]
∂u j

= 0, j = 1, . . . , n. (2.54)

Proof. See [25, 76] for the proof.
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2.2. Symmetries of DE systems

Definition 2.2.39 A generalized vector fieldX is ahigher-order infinitesimal sym-
metry(or an infinitesimal generator of ahigher-order symmetry) of a DE system

Rσ[u] = 0, σ = 1, . . . , s, (2.55)

if and only if
X(∞)Rσ[u] = 0, σ = 1, . . . , s, (2.56)

on any solution of (2.55). In particular, form = 1, if X is an infinitesimal gen-
erator of a one-parameter group of contact transformations, we call X a contact
infinitesimal symmetry.

Definition 2.2.40 A local symmetryis a point symmetry, contact symmetry or
higher-order symmetry.

In practice, it is useful to consider the generalized vectorfield with ξi[u] = 0.

Definition 2.2.41 A generalized vector field

XQ =

m∑

j=1

Q j[u]
∂

∂u j

is called anevolutionary generalized vector field. Them-tuple of differential func-
tionsQ[u] = (Q1[u], . . . ,Qm[u]) is called itscharacteristic.

Theevolutionary formof a generalized vector fieldX (2.50) is given by

X̂ =
m∑

j=1

η j −
n∑

i=1

ξiu j
i


∂

∂u j
. (2.57)

Them-tuple of differential functions

Q[u] = (Q1[u], . . . ,Qm[u]) =

η1 −
n∑

i=1

ξiu1
i , . . . , η

m−
n∑

i=1

ξium
i

 (2.58)

is the correspondingcharacteristicof the generalized vector fieldX.
Consider the one-parameter group of point transformationsgenerated by the

infinitesimal generator

X =
n∑

i=1

ξi(x, u)
∂

∂xi
+

m∑

j=1

η j(x, u)
∂

∂u j
. (2.59)
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2.2. Symmetries of DE systems

given by
x̄ = exp(εX)x,

ū = exp(εX)u,
(2.60)

with x = (x1, . . . , xn) andu = (u1, . . . , um). Let u = f (x) be a surface inX × U
space. The one-parameter group of point transformations exp(εX) mapsu = f (x)
into a family of surfacesu = g(x; ε) in X ×U space. According to the property of
one-parameter group of transformations, one obtains

x = exp(−εX)x̄ = x̄− εξ(x̄, f (x̄)) +O(ε2),

u = exp(−εX)ū = ū− εη(x̄, f (x̄)) +O(ε2),
(2.61)

whereξ = (ξ1, . . . , ξn) andη = (η1, . . . , ηm). Substituting equations (2.61) into
u = f (x), one obtains

ū− εη(x̄, f (x̄)) +O(ε2) = f (x̄− εξ(x̄, f (x̄)) +O(ε2))

= f (x̄) − ε
n∑

i=1

∂ f (x̄)
∂x̄i

ξi(x̄, f (x̄)) +O(ε2).
(2.62)

It follows that

ū = f (x̄) +

η(x̄, f (x̄)) −
n∑

i=1

∂ f (x̄)
∂x̄i

ξi(x̄, f (x̄))

 ε +O(ε2). (2.63)

Replacing ¯x by x, ū by u in (2.63), one obtains the image surfacesu = g(x; ε).
Keepingx invariant, the following one-parameter group of transformations

x̄i = xi , i = 1, . . . , n,

ū j = u+

η(x, u) −
n∑

k=1

u j
kξ

k(x, u)

 ε +O(ε2) j = 1, . . . ,m,
(2.64)

mapsu = f (x) into the same image surfacesu = g(x; ε). It turns out that the
infinitesimal generatorX and its evolutionary form̂X determine the same action
on surfaces. Figure 2.1 illustrates the action of exp(εX) and exp(εX̂).

In general, a generalized vector fieldX and its evolutionary form̂X are equiv-
alent in symmetry analysis [21, 25, 29, 39, 53, 75].

Theorem 2.2.42A generalized vector fieldX is an infinitesimal symmetry of a
DE system if and only if its evolutionary form̂X is.
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2.2. Symmetries of DE systems

(a) The action of exp(εX) (b) The action of exp(εX̂)

Figure 2.1: The action of exp(εX) and exp(εX̂).

One can extend Lie’s algorithm for finding point symmetries to the algorithm
for finding local symmetries of a DE system through replacingthe symmetry by its
evolutionary form and letting the characteristics depend on x, u and a fixed order
of derivatives. Then one applies its infinite prolongation to the given DE system.
In eliminating the dependencies among the derivatives ofu, it is necessary to take
the differential consequences of the given DE system into consideration.

Symmetry is one of the main tools in the analysis of DEs. In theODE case,
using a continuous symmetry to integrate an ODE is one of the most important
applications. It turns out that one can use a continuous symmetry to reduce the
order of a given ODE. If an ODE has a one-parameter symmetry group, then the
order of the ODE can be reduced by one. If an ODE has anr-parameter symmetry
group and its corresponding Lie algebra is solvable, the order of the ODE can
be reduced byr. Moreover, one can obtain the solutions of a given ODE from the
solutions of the corresponding reduced ODE. The reduction of the order of an ODE
through a symmetry can be obtained in two different ways: canonical coordinates
or differential invariants.

In the PDE case, besides constructing new solutions from known ones, one can
use symmetries to construct invariant solutions, which will be discussed in Chap-
ter 5. Moreover, one can use the knowledge of symmetries to construct invertible
mappings relating PDEs. In [62] (also see [25, 30, 31]), Kumei and Bluman intro-
duced an algorithm to determine whether there exists a smooth invertible mapping
that maps a nonlinear PDE system to a linear PDE system based on symmetries
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2.2. Symmetries of DE systems

and find such a mapping when it exists. In [17, 18] (also see [25, 30]), Bluman
presented a symmetry-based algorithm to determine whethera linear PDE with
variable coefficients can be invertible mapped to a linear PDE with constantcoef-
ficients and find such a mapping when it exists.

2.2.6 Equivalence transformations and symmetry classification

If a given DE system involves some constitutive functions and/or parameters, there
exist some special transformations of the system, which preserve the differential
structure of the DEs in the family. Such transformations areimportant in the sym-
metry analysis of the system. Consider a familyFK of DE systemsR{x, u; K}:

Rσ(x, u(l); K) = 0, σ = 1, . . . , s, (2.65)

involving p constitutive functions and/or parametersK = (K1, . . . ,Kp).

Definition 2.2.43 An equivalence transformationof a family FK of DE systems
is a transformation that maps a DE systemR{x, u; K} ∈ FK to another DE system
R̄{x̄, ū; K̄} ∈ FK .

For example, a one-parameter group of equivalence transformations of a family
FK of DE systems is a one-parameter group of equivalence transformations

x̄i = φi(x, u; ε), i = 1, . . . , n,

ū j = ψ j(x, u; ε), j = 1, . . . ,m,

K̄ν = θν(x, u,K; ε), ν = 1, . . . , p,

(2.66)

which maps a DE systemR{x, u; K} ∈ FK to another DE system̄R{x̄, ū; K̄} ∈ FK .

Example 2.2.44Consider the nonlinear reaction-diffusion equation

ut − uxx = Q(u), (2.67)

whereQ(u) is an arbitrary constitutive function. In order to find the one-parameter
groups of equivalence transformations of the nonlinear reaction-diffusion equation
(2.67), one treats the constitutive functionQ(u) as a new dependent variable and
apply Algorithm 2.2.35 to the nonlinear reaction-diffusion equation (2.67). Ac-
cording to the transformations (2.66), one can suppose the infinitesimal generator
is given by

X = ξ(x, t, u)
∂

∂x
+ τ(x, t, u)

∂

∂t
+ η(x, t, u)

∂

∂u
+ ζ(x, t, u,Q)

∂

∂Q
. (2.68)
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2.2. Symmetries of DE systems

Applying (2.68) to the nonlinear reaction-diffusion equation (2.67), one obtains the
infinitesimal generators given by

X1 = uF
∂

∂u
+ (QF + uF′)

∂

∂Q
,

X2 = G
∂

∂u
+ (Gt −Gxx)

∂

∂Q
,

X3 = 2H
∂

∂x
− xuH′

∂

∂u
− x(uH′′ + QH′)

∂

∂Q
,

X4 =
1
2

xP′
∂

∂x
+ P

∂

∂t
− 1

8
x2uP′′

∂

∂u

+

(
1
4

uP′′ − 1
8

x2uP′′′ − 1
8

x2QP′′ − QP′
)
∂

∂Q
,

(2.69)

whereF = F(t), G = G(x, t), H = H(t) and P = P(t) are arbitrary functions.
Since the constitutive functionQ depends only onu, for the aboveX i to generate
equivalence transformations,F, G, H andP must satisfyF(t) = C1, G(x, t) = C2,
H′ = 0 andP′′ = 0, whereC1 andC2 are constants. Therefore, the infinitesimal
generators (2.69) become

Y1 = u
∂

∂u
+ Q

∂

∂Q
,

Y2 =
∂

∂u
, Y3 =

∂

∂x
, Y4 =

∂

∂t

Y5 = 2t
∂

∂t
+ x

∂

∂x
− 2Q

∂

∂Q
.

(2.70)

The five-parameter group of equivalence transformations arising from the infinites-
imal generators (2.70) is given by

x̄ = a1x+ a2,

t̄ = a2
1t + a3,

ū = a4u+ a5,

Q̄(ū) =
a4

a2
1

Q(u).

(2.71)

A symmetry classification problemof a familyFK of DE systems with consti-
tutive functions and/or parameters is to classify DE systems in the family into some
subfamilies with the property that all DE systems in the samesubfamily admit the
same symmetries. It is common to use the group of equivalencetransformations to
simplify the point symmetry classification problem [1, 2, 56, 68, 80, 82]. There-
fore, a point symmetry classification table is usually presented modulo the group
of equivalence transformations of the given family of DE systems.
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2.3. Conservation laws and the direct method

2.3 Conservation laws and the direct method

2.3.1 Conservation laws

Consider a DE systemR{x; u} with n independent variablesx = (x1, . . . , xn) andm
dependent variablesu = (u1, . . . , um).

Definition 2.3.1 A conservation lawof R{x; u} is a divergence expression

div (Φ[u]) = D1Φ
1[u] + · · · + DnΦ

n[u] = 0 (2.72)

holding for every solutionu = f (x) of R{x; u}. The functionsΦi [u], i = 1, . . . , n,
are called thefluxesof the CL.

Remark 2.3.2 If one of the independent variables of a PDE system is timet, a CL
of the PDE system is of the form

DtΨ[u] +
n∑

i=1

DiΦ
i [u] = 0, (2.73)

wherex = (x1, . . . , xn) aren spatial variables;Ψ[u] is thedensityof the CL (2.73),
andΦi [u], i = 1, . . . , n, are thespatial fluxesof the CL (2.73).

A CL could trivially hold in two different cases.

(1) Then-tupleΦ[u] in (2.72) vanishes for all solutions of the given DE system.
This type of triviality is called thefirst kind of triviality.

(2) The divergence expression div(Φ[u]) ≡ 0, i.e., div(Φ[u]) = 0 holds for all
functionsu = f (x). This type of triviality is called thesecondkind of trivi-
ality. Suchn-tupleΦ[u] yields anull divergence.

There is a useful characterization of a null divergence as seen in the following
theorem.

Theorem 2.3.3 SupposeΦ[U] = (Φ1[U], . . . ,Φn[U]) is an n-tuple of smooth
functions depending onx, U = (U1, . . . ,Um) and their derivatives. ThenΦ[U]
yields a null divergence if and only if there exist smooth functions Qi j [U], i, j =
1, . . . , n, such that

Qi j [U] = −Q ji [U], i, j = 1, . . . , n, (2.74)

and

Φi [U] =
n∑

j=1

D jQi j [U], i = 1, . . . , n, (2.75)

hold for all functionsU(x) = (U1(x), . . . ,Um(x)).
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Proof. See [75] for the proof.

Definition 2.3.4 A CL div (Φ[u]) = 0 of a given PDE system istrivial if its fluxes
are of the formΦi [u] = Ai [u] + Bi[u], whereAi [u] are the fluxes of a first kind
trivial CL and Bi[u] are the fluxes of a second kind trivial CL,i = 1, . . . , n. Two
CLs areequivalentif they differ by a trivial CL.

Throughout this thesis, unless stated otherwise, a “CL” means a “nontrivial
CL”.

A set of κ CLs
{
div

(
Φ j [u]

)
= 0

}κ
j=1

is said to belinearly dependentif there

exists a set of constants
{
a j

}κ
j=1

, not all zero, such that the linear combination

div


κ∑

j=1

a jΦ j [u]

 = 0 is a trivial CL.

Consider a totally nondegenerate DE systemR{x; u} with n independent vari-
ablesx = (x1, . . . , xn) andmdependent variablesu = (u1, . . . , um) given by

Rσ[u] = Rσ(x, u(l)) = 0, σ = 1, . . . , s. (2.76)

Definition 2.3.5 A multiplier (characteristic)of a CL div(Φ[u])= 0 of the DE
systemR{x; u} (2.76) is ans-tupleΛ[U] = (Λ1[U], . . . ,Λs[U]) such that

s∑

σ=1

Λσ[U]Rσ[U] ≡ div(Φ[U]) (2.77)

holds for all functionsU(x). A multiplier is trivial if it vanishes for all solutions of
the DE system. Two multipliers areequivalentif they differ by a trivial multiplier.

In fact, any CL of a totally nondegenerate DE system arises from multipliers
to within a trivial CL. Since the DE systemR{x; u} (2.76) is totally nondegenerate,
div(Φ[u]) = 0 is a CL of the system if and only if there exist functionsQJ

σ such
that

div(Φ[U]) ≡
∑

σ,J

QJ
σ[U]DJRσ[U] (2.78)

holds for all functionsU(x). After integrating by parts, one obtains

div(Φ[U]) ≡ Q[U] · R[U] + div(Ψ[U]), R= (R1, . . . ,Rs), (2.79)

whereQ[U] = (Q1[U], . . . ,Qs[U]) with entriesQσ[U] =
∑

J

(−D)J QJ
σ[U], and

Ψ[U] = (Ψ1[U], . . . ,Ψn[U]) depends linearly onRσ[U] and their derivatives.
Therefore, div(Ψ[u]) = 0 is a trivial CL of the given system.
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2.3.2 The direct method

Definition 2.3.6 TheEuler operatorwith respect touα, 1 ≤ α ≤ m, is defined by

Euα =
∑

J

(−D)J
∂

∂uαJ
, (2.80)

where the summation is over all multi-indicesJ = ( j1, . . . , jk) with 1 ≤ jκ ≤ n
for κ = 1, . . . , k, |J | ≥ 0, and (−D)J = (−1)kDJ = (−D j1)(−D j2) · · · (−D jk) for
J = ( j1, . . . , jk).

One of the most important properties of the Euler operators is characterized in
the following theorem [9, 25, 75].

Theorem 2.3.7 The equationsEUα
(F[U]) ≡ 0, α = 1, . . . ,m, hold for arbitrary

function U(x) if and only if F[U] = div(Φ[U]) for somem-tuple of differential
functionsΦ[U] = (Φ1[U], . . . ,Φm[U]).

In [9] (also see [25]), Anco and Bluman introduce a systematic way, calledthe
direct method, for constructing CLs for the DE systemR{x; u} (2.76).

Algorithm 2.3.8 (The direct method for constructing CLs):

1. LetΛσ[U] = Λσ(x,U(k)), σ = 1, . . . , s, be thek-th order multipliers for CLs
of the DE systemR{x; u} (2.76). Eliminate the dependence of the derivatives
of U due to the DE systemR{x; u} (2.76).

2. Solve the system of determining equations generated by

EUα


s∑

σ=1

Λσ[U]Rσ[U]

 ≡ 0, α = 1, . . . ,m, (2.81)

explicitly to obtain its general solution sets{Λσ[U]}s
σ=1.

3. Find the corresponding fluxes for each solution set{Λσ[U]}s
σ=1. In particu-

lar, find ann-tuple of functionsΦ[U] = (Φ1[U], . . . ,Φn[U]) satisfying the
identity

div(Φ[U]) ≡
s∑

σ=1

Λσ[U]Rσ[U]. (2.82)

4. ReplaceU and their derivatives byu and their derivatives in (2.82) to obtain
a CL of the DE systemR{x; u} (2.76) given by

div(Φ[u]) = 0. (2.83)
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Remark 2.3.9 For a PDE system withn independent variables (t, x) = (t, x1, . . . ,

xn−1) andm dependent variables (u1, . . . , um) in Cauchy-Kovalevskaya form:

∂l j u j

∂tl j
= f j(x, t, u, ∂u, . . . , ∂lu), 1 ≤ l j ≤ l, j = 1, . . . ,m, (2.84)

where, for eachj, the orders of all derivatives with respect tot appearing inf j are
lower thanl j , it suffices to consider specific forms of multipliers. In particular, one
can rewrite the PDE system (2.84) into the following equivalent form

∂ũν

∂t
= f̃ ν(t, x, ũ, ∂xũ, . . . , ∂

l
xũ), ν = 1, . . . ,m′, (2.85)

where∂i
xũ denotes thei-th order partial derivatives of ˜u with respect tox (∂xũ =

∂1
xũ). It follows that all derivatives with respect tot can be expressed in terms oft,

x, ũ and derivatives of ˜u with respect tox from the equations (2.85). According to
Theorem 2.3.10, all nontrivial local CLs of (2.85), up to equivalence classes, arise
from the multipliers of the form{Λσ[Ũ] = Λσ(x, t, Ũ, ∂xŨ, . . . , ∂k

xŨ)}m′
σ=1.

The correspondence between equivalence classes of CLs and those of multi-
pliers of a PDE system in Cauchy-Kovalevskaya form is statedin the following
theorem [9, 25, 75].

Theorem 2.3.10Suppose a given PDE system is in Cauchy-Kovalevskaya form.
Let L andL̃ be two CLs of the given PDE system determined from the multipliers
Λ andΛ̃, respectively. ThenL andL̃ are equivalent CLs if and only ifΛ andΛ̃ are
equivalent multipliers.

Once one obtains the set of multipliers for a local CL, a problem is how to find
the corresponding fluxes. The method that is used to find fluxesdepends on specific
problems [4, 6, 8, 9, 42, 93]. For multipliers in simple forms, an effective way
is integration by parts. For multipliers in complicated forms, Anco and Bluman
introduced the following integral formula for finding the corresponding fluxes [9].

Theorem 2.3.11For a given set of local CL multipliers{Λσ[U] = Λσ(x,U(k))}s
σ=1

of the DE system (2.76), its corresponding fluxes are given bythe following inte-
gral formulas:

Φi [U] = Φi [Ũ]

+

∫ 1

0

(
Si

[
U − Ũ,Λ[λU + (1− λ)Ũ]; R[λU + (1− λ)Ũ]

]

+ S̃i
[
U − Ũ,R[λU + (1− λ)Ũ]; Λ[λU + (1− λ)Ũ]

])
dλ,

i = 1, . . . , n,

(2.86)
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2.3. Conservation laws and the direct method

with

Si [V,W; R[U]] =
l−1∑

p=0

l−p−1∑

q=0

m∑

ρ=1

∑

I,J

(−1)qDIV
ρDJ


s∑

σ=1

Wσ

∂Rσ[U]

∂Uρ

J,i,I

 , (2.87)

and

S̃i [Ṽ, W̃;Λ[U]] =
k−1∑

p=0

k−p−1∑

q=0

m∑

ρ=1

∑

I,J

(−1)qDIṼ
ρDJ


s∑

σ=1

W̃σ∂Λσ[U]

∂Uρ

J,i,I

 , (2.88)

for arbitrary functionsV = (V1(x), . . . ,Vm(x)), W = (W1(x), . . . ,Ws(x)), Ṽ =
(Ṽ1(x), . . . , Ṽm(x)) andW̃ = (W̃1(x), . . . , W̃s(x)), whereJ = ( j1, . . . , jq) and I =
(i1, . . . , ip) are ordered multi-indices such that 1≤ j1 ≤ · · · ≤ jq ≤ i ≤ i1 ≤ · · · ≤
ip ≤ n.

Example 2.3.12Consider the nonlinear diffusion equation

ut − (uux)x = 0. (2.89)

Applying the Euler operatorEU to the functionΛ(x, t,U) (Ut − (UUx)x) yields the
expression

EU (Λ(x, t,U) (Ut − (UUx)x)) ≡ 0, (2.90)

for arbitraryU(x, t). Splitting equation (2.90) with respect to arbitraryUt, Ux and
Uxx leads to

− ΛU − UΛUU = 0,

− 2UΛU = 0,

− 2UΛxU = 0,

− Λt − UΛxx = 0.

(2.91)

The general solution of equations (2.91) isΛ(x, t,U) = c1x+ c2, wherec1 andc2

are arbitrary constants. Thus there are two linearly independent multipliers of the
formΛ = Λ(x, t,U): Λ1 = 1 andΛ2 = x. The corresponding CLs are given by

Λ1 = 1 : Dtu− Dx(uux) = 0,

Λ2 = x : Dt(xu) − Dx

(
xuux −

u2

2

)
= 0.

(2.92)

The next theorem shows that it is possible to use the direct method to find all
local CLs for an evolution equation of specific form [54].
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2.3. Conservation laws and the direct method

Theorem 2.3.13Consider the (1+1)-dimensional scalar evolution equation with
two independent variables (x, t) and one dependent variableu of even order 2l
given by

ut = F(x, t, u, ∂xu, . . . , ∂
2l
x u). (2.93)

If a CL of the equation (2.93) is given by

DtΨ[u] + DxΦ[u] = 0, (2.94)

then the maximal order of a derivative ofu in Ψ[u] is l.

A notable result relating CLs and symmetry groups was obtained by Noether
[73]. Noether showed that each CL of a DE system admitting a variational princi-
ple arises from a point symmetry (variational symmetry) of the action functional.
Boyer [38] extended Noether’s theorem by taking higher-order symmetries into
consideration. In particular, a one-parameter higher-order transformation (in evolu-
tionary form) is a variational symmetry of an action functional if the corresponding
Lagrangian is invariant to within a divergence term under such a transformation.

However, there are some limitations of Noether’s theorem for finding CLs of a
given DE system. First of all, the given DE system is restricted to Euler-Lagrange
equations for some variational problem. In addition, it is sometimes difficult to
determine the variational symmetry for a given system of Euler-Lagrange equa-
tions. It is incorrect that all symmetries of a system of Euler-Lagrange equations
are variational symmetries of the corresponding action functional. In order to
check whether a symmetry of a system of Euler-Lagrange equations is a varia-
tional symmetry of the corresponding action functional, one must firstly determine
the corresponding Lagrangian of the action functional. Finally, Noether’s theorem
is coordinate-dependent since an invertible transformation may transform a DE
system admitting a variational principle to a DE system thathas no such property.
However, any invertible transformation maps a CL of a given DE system to a CL of
the transformed one, i.e., CLs are coordinate-independent. Thus an ideal method
for finding CLs should be coordinate-independent.

The direct method for finding CLs is superior to Noether’s theorem in the sense
that it is free of all the above limitations. The direct method can be applied to any
DE system, whether it is variational or not. Moreover, it does not require one to
find the variational symmetries and Lagrangian when the given DE system is a sys-
tem of Euler-Lagrange equations. In fact, the direct methoddirectly generates the
multipliers for CLs of any given DE system. Most importantly, the direct method
is coordinate-independent.

The next theorem shows that a divergence expression is mapped to a divergence
expression by a point transformation [25, 35, 81].
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2.3. Conservation laws and the direct method

Theorem 2.3.14Under the point transformation

xi = xi(z,W), i = 1, . . . , n,

U j = U j(z,W), j = 1, . . . ,m,
(2.95)

whereU = (U1(x), . . . ,Um(x)), z= (z1, . . . , zn) andW = (W1(z), . . . ,Wm(z)), there
exists ann-tupleΨ[W] = (Ψ1[W], . . . ,Ψn[W]) such that

J[W]div(Φ[U]) = d̃iv(Ψ[W]), (2.96)

whereΦ[U] = (Φ1[U], . . . ,Φn[U]), J[W] = D(x1,...,xn)
D(z1,...,zn) andd̃iv is the divergence

operator on (z,W) space.

Remark 2.3.15 Similar to Theorem 2.3.14, it is straightforward to show that if
m= 1, then any contact transformation maps a divergence expression into a diver-
gence expression.

The following theorem illustrates how the fluxes change under a symmetry in
evolutionary form [75].

Theorem 2.3.16Let div(Φ[u]) = 0 be a CL of a totally nondegenerate DE sys-
tem R{x; u}. If X̂ is a symmetry in evolutionary form ofR{x; u}, then the in-

ducedn-tuple Φ̃ = X̂
(∞)

(Φ[u]), with entriesΦ̃i [u] = X̂
(∞)

(Φi [u]), also yields a
CL: div(Φ̃[u]) = 0.

Besides the basic applications of CLs, a CL could also be usedto determine
whether a nonlinear PDE can be mapped into a linear PDE through an invertible
transformation. In [10], Anco, Bluman and Wolf presented analgorithm for deter-
mining whether there exist an invertible transformation that maps a nonlinear PDE
into a linear PDE through CLs. Moreover, one can use this algorithm to explicitly
find such an invertible transformation provided it exists.
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Chapter 3

Nonlocally Related PDE Systems
and Applications

3.1 Introduction

In Chapter 2, we presented algorithms to find local (point, contact or higher-order)
symmetries for a given DE system. Since a symmetry of a DE system is a trans-
formation that keeps its solution manifold invariant, it ispossible that the infinites-
imals of a continuous symmetry need not depend only on independent and depen-
dent variables and their derivatives. Such symmetries are not local symmetries,
and are callednonlocal symmetries. A special kind of nonlocal symmetry is one
whose infinitesimals depend on integrals of the dependent variables. However, it is
not possible to find such nonlocal symmetries through a direct application of Lie’s
algorithm to the given DE system. In addition, there is the problem of how to use
such symmetries.

As stated in Chapter 1, two PDE systems areequivalentandnonlocally related
if they have the following properties.

(1) Any solution of either PDE system yields a solution of theother PDE system.

(2) The solutions of either PDE system yield all solutions ofthe other PDE sys-
tem.

(3) The correspondence between the solutions of these two PDE systems is not
one-to-one.

Nonlocally related PDE systems are important in the analysis of a given PDE
system. In particular, one may be able to obtain new exact solutions for a given
PDE system through solutions of its nonlocally related PDE systems. Bluman,
Kumei and Reid [32] introduced a systematic CL-based methodfor constructing
nonlocally related PDE systems of a PDE system with two independent variables.
In [23], an extended procedure for the construction of a treeof nonlocally related
PDE systems was presented. It turns out that one can obtain nonlocal symme-
tries and nonlocal CLs for a given PDE system through its nonlocally related PDE
systems (see [25] and references therein).
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3.1. Introduction

In [7], a systematic CL-based method for constructing nonlocally related PDE
systems of a PDE system with three or more independent variables was presented.
However, in this case, nonlocally related PDE systems arising from divergence-
type CLs are invariant under gauge transformations, hence are under-determined.
But it turns out that one can also obtain nonlocal CLs from such nonlocally re-
lated PDE systems. Unlike the situation for two independentvariables, it is shown
that, in the case of three or more independent variables, nonlocally related PDE
systems arising from divergence-type CLs cannot yield nonlocal symmetries of a
given PDE system. In order to find nonlocal symmetries of a given PDE system,
it is necessary to add gauge constraints to such nonlocally related PDE systems.
Conservation laws of a PDE system with three or more independent variables are
not limited to divergence-type CLs. There exist curl-type CLs (lower-degree CLs)
of a PDE system with three or more independent variables. A systematic method
for constructing nonlocally related PDE systems of a PDE system with three or
more independent variables through lower-degree CLs is presented in [25, 43, 44].
In addition, it is shown that CLs with degree one can yield determined potential
systems.

In this chapter, we present the known CL-based method for constructing non-
locally related PDE systems (potential systems) and the method for constructing
subsystems. We also state the method for seeking nonlocal symmetries and nonlo-
cal CLs of a given PDE system through its nonlocally related PDE systems. More-
over, at the end of this chapter, we investigate relationships between symmetries of
a given PDE system and those of its potential systems.

Two new results are presented in this chapter. Consider a given PDE sys-
tem R{x, t; u} with two independent variables (x, t) and m dependent variables
u = (u1, . . . , um).

• It is shown that for two potential systemsS1{x, t; u, v} andS2{x, t; u,w} of
R{x, t; u} written in Cauchy-Kovalevskaya form, arising from two nontrivial
linearly independent local CLs ofR{x, t; u}, the potential variable of one
system cannot be expressed as a local function in terms of theindependent
variables, dependent variables and their derivatives of the other system.

• It is shown that ifR{x, t; u} has precisely a finite numbern of local CLs, then
any local symmetry ofR{x, t; u} can be obtained by projection from a local
symmetry of its correspondingn-plet potential system.
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3.2. CL-based method for constructing nonlocally related PDE systems in 2D

3.2 CL-based method for constructing nonlocally related
PDE systems in 2D

3.2.1 Potential systems and subsystems

Consider a PDE systemR{x, t; u} with two independent variables (x, t) andm de-
pendent variablesu = (u1, . . . , um) given by

Rσ[u] = 0, σ = 1, . . . , s. (3.1)

In [32], Bluman, Kumei and Reid introduced a systematic way to construct
nonlocally related PDE systems of a PDE systemR{x, t; u} (3.1) based on its CLs.

SupposeR{x, t; u} (3.1) has a nontrivial CL given by

DtΨ[u] + DxΦ[u] = 0. (3.2)

By introducing apotential variable v, one obtains a pair of potential equations

vx = Ψ[u],

vt = −Φ[u].
(3.3)

Definition 3.2.1 A system of PDEsS{x, t; u, v} consisting of the given PDE system
R{x, t; u} and the pair of potential equations (3.3) arising from a CL ofR{x, t; u} is
apotential systemof R{x, t; u}.

Remark 3.2.2 If the given PDE systemR{x, t; u} is a scalar PDE and the CL (3.2)
arises from multipliers that do not involveu and its derivatives, it is redundant
to addR{x, t; u} to the potential systemS{x, t; u, v}. One can deduce the PDE in
R{x, t; u} from the pair of potential equations through integrabilityconditions.

Remark 3.2.3 The given PDE systemR{x, t; u} and its potential systemS{x, t; u, v}
are equivalent. Without loss of generality, one can consider the case when the
given PDE systemR{x, t; u} is a scalar PDE. Supposeu = f (x, t) is a solution of
R{x, t; u}. SinceDtΨ[u] + DxΦ[u] = 0 is a CL ofR{x, t; u}, due to the integrability
conditionvxt = vtx, there exists a functiong(x, t) such that (u, v) = ( f (x, t), g(x, t))
is a solution ofS{x, t; u, v}. Thus any solution ofR{x, t; u} yields a solution of
S{x, t; u, v}. Conversely, if (u, v) = ( f (x, t), g(x, t)) is a solution ofS{x, t; u, v},
by projection,u = f (x, t) solvesR{x, t; u}. HenceR{x, t; u} and S{x, t; u, v} are
equivalent. Moreover, if (u, v) = ( f (x, t), g(x, t)) is a solution ofS{x, t; u, v}, so is
(u, v) = ( f (x, t), g(x, t) + C), whereC is arbitrary constant. It follows that the re-
lationship between the solutions of the given PDE systemR{x, t; u} and those of
its potential systemS{x, t; u, v} is not one-to-one. Hence the given PDE system
R{x, t; u} and its potential systemS{x, t; u, v} are nonlocally related.
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3.2. CL-based method for constructing nonlocally related PDE systems in 2D

Remark 3.2.4 The potential variablev is anonlocal variableof R{x, t; u}, i.e., v
cannot be expressed as a local function of the variables inR{x, t; u} and their deriva-
tives. Supposev is a local variable ofR{x, t; u}, thenv = F[u] on the solutions of
R{x, t; u} for some local functionF. Since

vx = Ψ[u],

vt = −Φ[u],

it follows that
Dx(F[u]) = Ψ[u],

Dt(F[u]) = −Φ[u],

on the solutions ofR{x, t; u}. Consequently, on the solutions ofR{x, t; u}, the CL
(3.2) can be rewritten into

DtΨ[u] + DxΦ[u] = Dt (Dx(F[u])) + Dx (Dt(F[u])) = 0,

which implies that the CL (3.2) is a trivial CL. This contradicts the assumption that
the CL (3.2) is nontrivial. Hencev is a nonlocal variable.

Since each potential system arising from a nontrivial CL is nonlocally related
to the given PDE system, we also use the terminologynonlocally related CL-based
system(nonlocally related CL system) to denote a potential system.

Example 3.2.5 Consider the nonlinear diffusion equation

ut = (K(u)ux)x . (3.4)

The nonlinear diffusion equation (3.4) is in a CL form. By introducing a potential
variable, one obtains the potential system given by

vx = u,

vt = K(u)ux.
(3.5)

Moreover, the nonlinear diffusion equation (3.4) has another CL given by

(xu)t − (x(L(u))x − L(u))x = 0, (3.6)

whereL′(u) = K(u). Based on the CL (3.6), one can construct another potential
system of the nonlinear diffusion equation (3.4) given by

αx = xu,

αt = x(L(u))x − L(u).
(3.7)
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For potential systems arising from equivalent CLs, the following theorem shows
that such potential systems are locally related [25].

Theorem 3.2.6 If two potential systemsS1{x, t; u, v} andS2{x, t; u,w} of a given
PDE systemR{x, t; u} arise from two equivalent CLs ofR{x, t; u}, thenS1{x, t; u, v}
andS2{x, t; u,w} are locally related. In particular,w = v+ F[u] for some function
F[u].

The following new theorem concerns the relationship between two potential
variables arising from two nontrivial and linearly independent local CLs.

Theorem 3.2.7 Suppose two potential systemsS1{x, t; u, v} andS2{x, t; u,w} of a
given PDE systemR{x, t; u} arise from two nontrivial and linearly independent
local CLs, wherev andw are potential variables. IfS1{x, t; u, v} andS2{x, t; u,w}
are in Cauchy-Kovalevskaya form, thenw is a nonlocal variable ofS1{x, t; u, v} and
v is a nonlocal variable ofS2{x, t; u,w}.

Proof. In order to showw is a nonlocal variable ofS1{x, t; u, v}, it suffices to show
thatw cannot be expressed as a local function of the variables inS1{x, t; u, v} and
their derivatives. Without loss of generality, one can assume thatR{x, t; u} is a
scalar PDE:R[u] = 0. SupposeS1{x, t; u, v} arises from the CL

DtΨ
1[u] − DxΦ

1[u] = 0, (3.8)

with corresponding multiplierΛ1 = Λ1[U], i.e.,

Λ1[U]R[U] = DtΨ
1[U] − DxΦ

1[U], (3.9)

for arbitraryU. SinceS1{x, t; u, v} is in Cauchy-Kovalevskaya form,S1{x, t; u, v} is
given by

vx = Ψ
1[u],

vt = Φ
1[u].

(3.10)

SupposeS2{x, t; u,w} arises from the CL

DtΨ
2[u] − DxΦ

2[u] = 0, (3.11)

with corresponding multiplierΛ2, i.e.,

Λ2[U]R[U] = DtΨ
2[U] − DxΦ

2[U], (3.12)

for arbitraryU. SinceS2{x, t; u, v} is in Cauchy-Kovalevskaya form,S2{x, t; u,w}
is given by

wx = Ψ
2[u],

wt = Φ
2[u].

(3.13)
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Assumew can be expressed by a local function of the variables inS1{x, t; u, v} and
their derivatives, i.e.,w = F[u, v] for some local functionF. Then the CL (3.11) is
a trivial CL of S1{x, t; u, v}, since

DtΨ
2[u] − DxΦ

2[u] = Dt(DxF[u, v]) − Dx(DtF[u, v]) (3.14)

on solutions ofS1{x, t; u, v}.
On the other hand,

DtΨ
2[U] − DxΦ

2[U] = Λ2R[U] =
Λ2

Λ1

(
Dt(Ψ

1[U] − Vx) − Dx(Φ
1[U] − Vt)

)

= Dt

(
Λ2

Λ1
(Ψ1[U] − Vx)

)
− Dx

(
Λ2

Λ1
(Φ1[U] − Vt)

)

− Dt

(
Λ2

Λ1

)
(Ψ1[U] − Vx) + Dx

(
Λ2

Λ1

)
(Φ1[U] − Vt),

(3.15)
for arbitraryU andV. The identity (3.15) implies the multipliers for the CL (3.11)
with respect toS1{x, t; u, v} areDt

(
Λ2
Λ1

)
and−Dx

(
Λ2
Λ1

)
.

Theorem 2.3.10 shows that for a PDE system in Cauchy-Kovalevskaya form, a
CL is trivial if and only if its multipliers are trivial. Since the CL (3.11) is a second
kind trivial CL of S1{x, t; u, v}, it follows that Dt

(
Λ2
Λ1

)
≡ 0 and−Dx

(
Λ2
Λ1

)
≡ 0.

Consequently,Λ2 = cΛ1 for some constantc. Hence the CLs (3.8) and (3.11) are
linearly dependent. It turns out thatw is not a local function of the variables in
S1{x, t; u, v} and their derivatives. Thusw is a nonlocal variable ofS1{x, t; u, v}.

Similarly, one can show thatv is a nonlocal variable ofS2{x, t; u,w}. �

If the PDE systemR{x, t; u} (3.1) hasn linearly independent local CLs:

DtΨ
i [u] + DxΦ

i [u] = 0, i = 1, . . . , n, (3.16)

one can introducen potential variablesvi with the potential equations:

vi
x = Ψ

i [u],

vi
t = −Φi [u].

(3.17)

Let Pi denote the potential equations (3.17). Through the potential equations
(3.17), one can obtainn potential systemsS(1){x, t; u, vi } = R{x, t; u} ∪ Pi .

Definition 3.2.8 A k-plet potential system(1 ≤ k ≤ n) of a PDE systemR{x, t; u}
with n linearly independent local CLs is the potential system

S(k){x, t; u, vi1 , . . . , vik} = R{x, t; u} ∪ Pi1 ∪ · · · ∪ Pik . (3.18)

In particular, fork = 1, 2, 3, 4, suchk-plet potential systems are calledsinglets,
couplets, triplets andquadruplets, respectively.

40
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Example 3.2.9 Consider the nonlinear diffusion equation (3.4). A couplet poten-
tial system of (3.4) is given by

vx = u,

vt = K(u)ux,

αx = xu,

αt = x(L(u))x − L(u).

(3.19)

For a PDE systemR{x, t; u} (3.1) with n linearly independent local CLs, one
can construct 2n − 1 potential systems:

• n singlets:S(1){x, t; u, vi }, i = 1, . . . , n.

• 1
2n(n− 1) couplets:S(2){x, t; u, vi , v j} i, j = 1, . . . , n andi , j.

•
...

• Onen-plet: S(n){x, t; u, v1, . . . , vn}.

Definition 3.2.10 For a PDE systemR{x, t; u} with n linearly independent local
CLs, the set of all 2n − 1 potential systems arising fromn potential variablesv1,
. . . , vn is called acombination potential system, denoted byPv1...vn.

3.2.2 Subsystems

Another effective way to construct equivalent PDE systems of a PDE system R{x, t;
u}with two independent variables (x, t) andm≥ 2 dependent variablesu = (u1, . . . ,

um) is through excluding some dependent variables ofR{x, t; u}.

Definition 3.2.11 Consider a PDE systemR{x, t; u} with two independent vari-
ables (x, t) and m ≥ 2 dependent variablesu = (u1, . . . , um). A subsystemof
R{x, t; u} is a PDE system obtained by excluding some dependent variables of
R{x, t; u} and has the properties:

(1) Any solution of the subsystem yields a solution ofR{x, t; u}.

(2) The solutions of the subsystem yield all solutions ofR{x, t; u}.

Example 3.2.12Consider the potential system (3.5) of the nonlinear diffusion
equation (3.4). By excludingu from (3.5), one obtains the subsystem of (3.5)
given by

vt = K(vx)vxx. (3.20)
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Example 3.2.13Consider the Lagrange system of gas dynamics given by

qx − vy = 0,

vx + py = 0,

px + B(p, q)vy = 0,

(3.21)

whereB(p, q) is the constitutive function. By excludingv from (3.21), one obtains
the subsystem given by

qxx + pyy = 0,

px + B(p, q)qx = 0.
(3.22)

The following theorem states when a subsystem ofR{x, t; u} is nonlocally re-
lated toR{x, t; u}.

Theorem 3.2.14A subsystemR̂{x, t; u1, . . . , um−1}, obtained by excluding the de-
pendent variableum from the PDE systemR{x, t; u}, is nonlocally related toR{x, t;
u} if and only if um cannot be directly expressed from the PDEs ofR{x, t; u} in
terms of x, t, the dependent variablesu1, . . . , um−1 of R̂{x, t; u1, . . . , um−1} and
their derivatives. Otherwise the subsystemR̂{x, t; u1, . . . , um−1} is locally related to
R{x, t; u}.

Proof. See [23, 25] for the proof.

From Theorem 3.2.14, one concludes that the PDE (3.20) is a locally related
subsystem of the PDE system (3.5), since the excluded variable u can be expressed
in terms ofx, t, v and its derivatives from the PDEs of the PDE system (3.5). In
particular,u = vx. But the PDE system (3.22) is a nonlocally related subsystemof
the Lagrange system of gas dynamics (3.21), since the excluded variablev cannot
be expressed as a local function ofx, y, p, q and their derivatives from the PDEs of
the PDE system (3.21).

3.2.3 Procedure for constructing a tree of nonlocally related PDE
systems

For a given PDE systemR{x, t; u}, a basic procedure for the construction of a tree
of nonlocally related PDE systems is as follows.

Procedure 3.2.15 (A Tree Construction Procedure)

1. Construction of potential systems. For each CL ofR{x, t; u}, one intro-
duces a potential variable. Ifn linearly independent CLs are found, one can
construct 2n−1 potential systems. This yields up to 2n−1 nonlocally related
PDE systems. Denote the resulting tree byT1.
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2. Continuation of construction of potential systems.For each potential sys-
tem inT1, find its CLs using any method. Repeat Step 1 for such potential
systems to obtain potential systems of each potential system. Repeat this
step to obtain more potential systems. This leads to a treeT2 containing
nonlocally related PDE systems.

3. Construction of subsystems.For each PDE system inT3, by excluding its
dependent variables one by one when possible to generate itssubsystems.
Eliminate locally related PDE systems. This step could result in a larger tree
of nonlocally related PDE systems denoted byT3.

Remark 3.2.16 It is redundant to construct potential systems of the new resulting
subsystems inT3 for the reason that the set of all local CLs of a PDE system
includes all local CLs of its subsystems [25].

Remark 3.2.17 It may be difficult to determine whether two such systems are non-
locally related. However, by construction, all PDE systemsconstructed by Proce-
dure 3.2.15 are equivalent in the sense that the solutions ofany such PDE system
can be obtained from the solutions of any other such PDE system. Thus redundant
(locally related) systems in a tree do not lead to incorrect results.

Remark 3.2.18 Suppose the given PDE systemR{x, t; u} hasn (n ≥ 2) linearly
independent CLs. Letvi , i = 1, . . . , n be the corresponding potential variables. It is
shown that the linear combinations of such potential variables:

w =
ik∑

i=i1

aiv
i , 1 ≤ i1 < i2 < · · · < ik ≤ n, 1 ≤ k ≤ n, (3.23)

could also yield potential systems that are nonlocally related toR{x, t; u} as well as
S(1){x, t; u, vi } for arbitrary constantsai with at least two of them not zero [25, 57].
It follows that a set ofn CLs could yield a spectrum of singlet potential systems.

Remark 3.2.19 In Procedure 3.2.15, subsystems are obtained by directly exclud-
ing dependent variables of a given PDE systemR{x, t; u}. In addition, it turns out
one can employ hodograph transformations on a PDE system before excluding
its dependent variables [20, 24, 25]. By excluding dependent variables from the
transformed PDE system, it is possible to generate additional nonlocally related
subsystems. More generally, any point transformation could be applied to a PDE
system before excluding its dependent variables as long as one is able to exclude
some dependent variables from the transformed PDE system.
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3.2. CL-based method for constructing nonlocally related PDE systems in 2D

According to Remarks 3.2.18 and 3.2.19, it is straightforward to modify Steps
2 and 3 in Procedure 3.2.15 to obtain further nonlocally related PDE systems in a
tree.

For Step 2 in Procedure 3.2.15, there is an important result to avoid redundant
computation in finding new CLs of a potential system [25, 26, 63].

Theorem 3.2.20A CL of any potential systemS{x, t; u, v} is equivalent to a local
CL of the given PDE systemR{x, t; u} if and only if this CL arises from multipliers
that do not essentially depend on the potential variablev, modulo the equivalence
class.

According to Theorem 3.2.20, additional CLs of a potential system can only
arise from multipliers that include the potential variablev. Therefore, it is neces-
sary to consider multipliers with an essential dependence on at least one potential
variable intoduced in Step 2 of Procedure 3.2.15.

Example 3.2.21Consider the nonlinear wave equation

utt =
(
c2(u)ux

)
x
, (3.24)

wherec(u) is an arbitrary constitutive function. In this example, weuse Procedure
3.2.15 to construct a tree of nonlocally related PDE systemsof the nonlinear wave
equation (3.24).

Using the direct method, one can show that there are four multipliers of the
formΛ = Λ(x, t,U) for arbitraryc(u) [24]. The corresponding CLs are given by

Λ1 = 1 : utt −
(
c2(u)ux

)
x
= 0, (3.25)

Λ2 = t : Dt (tut − u) − Dx

(
tc2(u)ux

)
= 0, (3.26)

Λ3 = x : Dt (xut) − Dx

(
xc2(u)ux −

∫
c2(u)du

)
= 0, (3.27)

and

Λ4 = xt : Dt (x (tut − u)) − Dx

(
t

(
xc2(u)ux −

∫
c2(u)du

))
= 0. (3.28)

By introducing potential variables, one obtains four corresponding singlet potential
systems given by 

vx = ut,

vt = c2(u)ux.
(3.29)
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3.2. CL-based method for constructing nonlocally related PDE systems in 2D


wx = tut − u,

wt = tc2(u)ux.
(3.30)



αx = xut,

αt = xc2(u)ux −
∫

c2(u)du.
(3.31)

and 

βx = x (tut − u) ,

βt = t

(
xc2(u)ux −

∫
c2(u)du

)
.

(3.32)

The hodograph transformation


x = x(u, v),

t = t(u, v),
(3.33)

maps the potential system (3.29) into an invertibly equivalent linear PDE system


xv = tu,

xu = c2(u)tv.
(3.34)

In order to obtain more nonlocally related PDE systems, one seeks local CLs of
the PDE system (3.34). If one considers the multipliers of the form (Λ1,Λ2) =
(Λ1(u, v,X,T),Λ2(u, v,X,T)), through the direct method, one can show that there
are only four multipliers holding for allc(u). These multipliers and their corre-
sponding CLs are given by

(Λ1
1,Λ

2
1) = (1, 0) : xv − tu = 0, (3.35)

(Λ1
2,Λ

2
2) = (0, 1) : xu −

(
c2(u)t

)
v
= 0, (3.36)

(Λ1
3,Λ

2
3) = (−X,T) : (tx)u −

(
x2 + c2(u)t2

2

)

v
= 0, (3.37)

and
(Λ1

4,Λ
2
4) = (−v, u) : (ux+ vt)u −

(
vx+ uc2(u)t

)
v
= 0. (3.38)

From the above four CLs, one obtains four potential systems of the potential system
(3.34) given by 

xv = tu,

xu = c2(u)tv,

pv = t,

pu = x.

(3.39)
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3.2. CL-based method for constructing nonlocally related PDE systems in 2D



xv = tu,

xu = c2(u)tv,

qv = x,

qu = c2(u)t.

(3.40)



xv = tu,

xu = c2(u)tv,

rv = tx,

ru =
x2 + c2(u)t2

2
.

(3.41)

and 

xv = tu,

xu = c2(u)tv,

ρv = ux+ vt,

ρu = vx+ uc2(u)t.

(3.42)

Now we construct subsystems. After excluding the dependentvariablex or t
from the potential system (3.34), one obtains two subsystems:

xvv =
(
c−2(u)xu

)
u
, (3.43)

and
tuu = c2(u)tvv. (3.44)

In [24], it was shown that the nonlinear wave equation (3.24), the potential
systems (3.29)–(3.32), the PDEs (3.43) and (3.44) are mutually nonlocally related.
LetT1 denote these nonlocally related PDE systems.

One can show that the potential systems (3.39)–(3.42) are mutually nonlocally
related and nonlocally related to each PDE system inT1.

Moreover, excluding the dependent variablex or t from the four potential sys-
tems of the potential system (3.34) leads to additional nonlocally related PDE sys-
tems. Take the PDE system (3.39) for example. Since the CL (3.35) is equivalent
to the following CL

Du(utu − t) − Dv

(
uc2(u)tv

)
= 0, (3.45)

the PDE system (3.39) is locally related to the following PDEsystem


xv = tu,

xu = c2(u)tv,

γv = utu − t,

γu = uc2(u)tv.

(3.46)
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3.3. Nonlocal symmetries

Excludingx from the PDE system (3.46), one obtains the following PDE system


tuu =
(
c2(u)tv

)
v
,

γv = utu − t,

γu = uc2(u)tv.

(3.47)

In [24], it was shown that the PDE system (3.47) is nonlocallyrelated to each
PDE system inT1. Moreover, one can show that the PDE system (3.47) is nonlo-
cally related to potential systems (3.39)–(3.42).

In summary, a tree of nonlocally related PDE systems involving the nonlinear
wave equation (3.24) is shown in Figure 3.1.

(3.29) ⇐⇒ (3.34)(3.30)(3.31)(3.32)

(3.24)

(3.39) (3.40) (3.41) (3.42)

(3.47)

(3.43) (3.44)

Figure 3.1: A tree of nonlocally related PDE systems for the nonlinear wave equa-
tion (3.24).

One can obtain a larger tree of nonloncally related PDE systems if one takes
into account thek-plet potential systems.

3.3 Nonlocal symmetries

In the previous section, we showed that one can obtain nonlocal CLs of a given
PDE systemR{x, t; u} (3.1) from its potential systems. For example, the local CL
(3.37) of the PDE system (3.34) is a nonlocal CL of the PDE (3.44). In particular,
nonlocal CLs arising from potential systems must have multipliers involving at
least one potential variable. However, all local CLs of a subsystem ofR{x, t; u}
are local CLs ofR{x, t; u} [25]. Analogous to nonlocal CLs, symmetries of a given
PDE system are not limited to local symmetries. Symmetries that are not local
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3.3. Nonlocal symmetries

symmetries are callednonlocal symmetries. How to find nonlocal symmetries is a
significant problem in symmetry analysis. Lie’s algorithm provides a simple and
applicable way to find local symmetries. However, there doesnot exist a uniform
way to find nonlocal symmetries. In this section, we present asystematic procedure
to seek nonlocal symmetries ofR{x, t; u} from its nonlocally related PDE systems.
It is shown that unlike nonlocal CLs, both potential systemsand subsystems in a
tree of nonlocally related PDE systems can yield nonlocal symmetries ofR{x, t; u}.

Let S{x, t; u, v} with v = (v1, . . . , vk) be ak-plet potential system of the PDE
systemR{x, t; u} (3.1). SupposeS{x, t; u, v} has a point symmetry given by



x̄ = x+ εξ(x, t, u, v) +O(ε2),

t̄ = t + ετ(x, t, u, v) +O(ε2),

ūi = ui + εηi(x, t, u, v) +O(ε2), i = 1, . . . ,m,

v̄ j = v j + εζ j(x, t, u, v) +O(ε2), j = 1, . . . , k,

(3.48)

with infinitesimal generator

X = ξ(x, t, u, v)
∂

∂x
+τ(x, t, u, v)

∂

∂t
+

m∑

i=1

ηi(x, t, u, v)
∂

∂ui
+

k∑

j=1

ζ j(x, t, u, v)
∂

∂v j
. (3.49)

The symmetry (3.48) leaves the solution manifold ofS{x, t; u, v} invariant. Since
the solution sets ofS{x, t; u, v} andR{x, t; u} are equivalent, by projection, the one-
parameter group of transformations (3.48) leads to a mapping that maps any solu-
tion of R{x, t; u} to a solution ofR{x, t; u}. Thus the one-parameter group of trans-
formations (3.48) induces a symmetry ofR{x, t; u}with corresponding infinitesimal
generator

X̃ = ξ(x, t, u, v)
∂

∂x
+ τ(x, t, u, v)

∂

∂t
+

m∑

i=1

ηi(x, t, u, v)
∂

∂ui
. (3.50)

If the infinitesimals (ξ(x, t, u, v), τ(x, t, u, v), ηi (x, t, u, v)) do not depend explic-
itly on the nonlocal variablev, i.e., (ξ(x, t, u, v), τ(x, t, u, v), ηi (x, t, u, v)) = (ξ(x, t, u),
τ(x, t, u), ηi (x, t, u)), thenX̃ becomes

X̃ = ξ(x, t, u)
∂

∂x
+ τ(x, t, u)

∂

∂t
+

m∑

i=1

ηi(x, t, u)
∂

∂ui
, (3.51)

which impliesX only yields a point symmetry ofR{x, t; u}.
If the infinitesimals (ξ(x, t, u, v), τ(x, t, u, v), ηi (x, t, u, v)) essentially depend on

the nonlocal variablev, then the one-parameter group of transformations (3.48)
defines a nonlocal symmetry ofR{x, t; u}.
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3.3. Nonlocal symmetries

Definition 3.3.1 The infinitesimal generator (3.50), obtained by projectionof some
infinitesimal point symmetry of ak-plet potential systemS{x, t; u, v} of R{x, t; u},
generates apotential symmetryof R{x, t; u} if the infinitesimals of (3.50) depend
explicitly on one or more components ofv.

From the above discussion, one has proved the following theorem [25, 29, 32].

Theorem 3.3.2 A potential symmetry ofR{x, t; u} is a nonlocal symmetry ofR{x,
t; u}.

Since the solution sets of all systems in a tree of related PDEsystems are equiv-
alent, local symmetries of any system yield symmetries of the other systems in the
tree. However, for locally related subsystem (in the sense of Theorem 3.2.14), one
has the following theorem [25].

Theorem 3.3.3 Any local symmetry of a locally related subsystemR̂{x, t; u1, . . . ,

um−1} of a PDE systemR{x, t; u} is a projection of some local symmetry ofR{x, t; u}
onto the variable space ofR̂{x, t; u1, . . . , um−1}.

The correspondence between the solutions of a given PDE system and those
of its nonlocally related subsystems is not one-to-one. It is possible that nonlocal
symmetries of a given PDE system can arise from local symmetries of its nonlo-
cally related subsystems.

Example 3.3.4 Consider the nonlinear diffusion equation (3.4) for example. The
point symmetry classification of the nonlinear diffusion equation (3.4), modulo the
equivalence transformations

t̄ = a4t + a1,

x̄ = a5x+ a2,

ū = a6u+ a3,

K̄ =
a2

5

a4
K,

(3.52)

where area1, . . . , a6 are arbitrary constants witha4a5a6 , 0, is presented in Table
3.1 [79].

The point symmetry classification of the potential system (3.5), modulo its
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3.3. Nonlocal symmetries

Table 3.1: Point symmetry classification for the nonlinear diffusion equation (3.4)

K(u) # admitted point symmetries
arbitrary 3 X1 =

∂
∂x, X2 =

∂
∂t , X3 = x ∂

∂x + 2t ∂
∂t

uµ (µ , 0) 4 X1, X2, X3, X4 = x ∂
∂x +

2
µ
u ∂
∂u

eu 4 X1, X2, X3, X5 = x ∂
∂x + 2 ∂

∂u

u−
4
3 5 X1, X2, X3, X4 (µ = −4

3), X6 = x2 ∂
∂x − 3xu ∂

∂u

equivalence transformations

t̄ = a1t + a2,

x̄ = a3x+ a4v+ a5,

ū =
a6 + a7u
a3 + a4u

,

v̄ = a6x+ a7v+ a8,

K̄ =
(a3 + a4u)2

a1
K,

(3.53)

wherea1, . . . , a8 are arbitrary constants witha1(a3a7−a4a6) , 0, is listed in Table
3.2 [25, 82].

Table 3.2: Point symmetry classification for the potential system (3.5)

K(u) # admitted point symmetries

arbitrary 4
Y1 =

∂
∂x, Y2 =

∂
∂t , Y3 = x ∂

∂x + 2t ∂
∂t + v ∂

∂v,
Y4 =

∂
∂v

uµ (µ , 0) 5 Y1, Y2, Y3, Y4, Y5 = x ∂
∂x +

2
µ
u ∂
∂u +

(
1+ 2

µ

)
v ∂
∂v

eu 5 Y1, Y2, Y3, Y4, Y6 = x ∂
∂x + 2 ∂

∂u + (2x+ v) ∂
∂v

u−2 ∞

Y1, Y2, Y3, Y4, Y5 (µ = −2) ,
Y7 = −xv ∂

∂x + (xu+ v)u ∂
∂u + 2t ∂

∂v,
Y8 = −x(2t + v2) ∂

∂x + 4t2 ∂
∂t + u(6t + 2xuv+ v2) ∂

∂u
+4tv ∂

∂v,
Y∞ = F(v, t) ∂

∂x − u2G(v, t) ∂
∂u,

where(F(v, t),G(v, t)) is an arbitrary solution
of the linear system:Ft = Gv, Fv = G

1
1+u2 eλ arctanu 5

Y1, Y2, Y3, Y4,
Y9 = v ∂

∂x + λt ∂
∂t − (1+ u2) ∂

∂u − x ∂
∂v

Moreover, we present the point symmetry classification of the couplet potential

50



3.3. Nonlocal symmetries

system (3.19) in Table 3.3 [25], modulo its equivalence transformations

t̄ = a2
8a4t + a1,

x̄ = a−1
7 a8x+ a5a−1

7 a8,

ū = a2
7u+ a6a2

7,

v̄ = a6a7a8x+ a7a8v+ a2,

w̄ = a2
8w+ a2

8a5v+ 1
2a6a2

8x2 + a5a6a2
8x+ a3,

K̄ = a−1
4 a−2

7 K,

(3.54)

and
t̄ = t,

x̄ = x− a9v,

ū =
u

1− a9u
,

v̄ = v,

w̄ = −a9

2
v2 + w,

K̄ = (1− a9u)2K,

(3.55)

wherea1, . . . , a9 are arbitrary constants witha4a7a8 , 0.
Comparing Tables 3.1, 3.2 and 3.3, it is immediate to conclude that for some

special cases ofK(u), the potential system (3.5) and the couplet potential system
(3.19) yield nonlocal symmetries of the nonlinear diffusion equation (3.4). For
example, whenK(u) = 1

1+u2 eλ arctanu, Y9 andZ12 yield the same nonlocal symmetry
of the nonlinear diffusion equation (3.4). In addition, the couplet potential system
(3.19) could also yield nonlocal symmetries of the potential system (3.5). For
example, the symmetryZ8 yields a nonlocal symmetry of the potential system (3.5)
whenK(u) = u−

4
3 ; the symmetryZ9 yields a nonlocal symmetry of the potential

system (3.5) whenK(u) = u−
2
3 .

Proposition 3.3.5 The symmetryX6 yields a nonlocal symmetry of the potential
system (3.5) withK(u) = u−

4
3 .

Proof. Suppose the symmetryX6 yields a local symmetry of the potential system
(3.5) withK(u) = u−

4
3 . Consequently, there must exist a differential functionf [u, v]

such that, in evolutionary form,̃X6 = (−3xu− x2ux) ∂∂u + f [u, v] ∂
∂v is a local sym-

metry of the potential system (3.5). Sincevx = u, vt = u−
4
3 ux andut = (u−

4
3 ux)x,

one can restrictf [u, v] to be of the formf (x, t, u, v, ux, uxx, ...) depending onx, t, u
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3.3. Nonlocal symmetries

Table 3.3: Point symmetry classification for the potential system (3.19)

K(u) # admitted point symmetries

arbitrary 5
Z1 =

∂
∂x + v ∂

∂α
, Z2 =

∂
∂t , Z3 =

∂
∂v, Z4 =

∂
∂α

,
Z5 = x ∂

∂x + 2t ∂
∂t + v ∂

∂v + 2α ∂
∂α

uµ (µ , 0) 6
Z1, Z2, Z3, Z4, Z5,
Z6 = x ∂

∂x +
2
µ
u ∂
∂u +

(
1+ 2

µ

)
v ∂
∂v + 2α

(
1+ 1

µ

)
∂
∂α

eu 6
Z1, Z2, Z3, Z4, Z5,
Z7 = x ∂

∂x + 2 ∂
∂u + (2x+ v) ∂

∂v + (x2 + 2α) ∂
∂α

u−
4
3 7

Z1, Z2, Z3, Z4, Z5, Z6 (µ = −4
3),

Z8 = x2 ∂
∂x − 3xu ∂

∂u − α
∂
∂v

u−
2
3 7

Z1, Z2, Z3, Z4, Z5, Z6 (µ = −2
3),

Z9 = (xv− α) ∂
∂x − 3uv ∂

∂u − v2 ∂
∂v − vα ∂

∂α

u−2 ∞

Z1, Z2, Z3, Z4, Z5, Z6 (µ = −2) ,
Z10 = −(xv+ α) ∂

∂x + (2xu+ v)u ∂
∂u + 2t ∂

∂v
−vα ∂

∂α
,

Z11 = −(6xt+ xv2 + 2vα) ∂
∂x + 4t2 ∂

∂t
+u(10t + 4xuv+ 2uα + v2) ∂

∂u
+4tv ∂

∂v − (2t + v2)α ∂
∂α

,
Z∞ = F(v, t) ∂

∂x − u2G(v, t) ∂
∂u + H(v, t) ∂

∂v,
where(F(v, t),G(v, t),H(v, t)) is an arbitrary
solution of the linear system:
Fv = G, Hv = F, Ht = G

1
1+u2 eλarctanu

6
Z1, Z2, Z3, Z4, Z5,

Z12 = v ∂
∂x + λt ∂

∂t − (1+ u2) ∂
∂u − x ∂

∂v +
v2−x2

2
∂
∂α
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3.4. Nonlocally related systems in three or more dimensions

and the partial derivatives ofu with respect tox. Firstly, supposef [u, v] is of the
form f (x, t, u, v, ux). Applying X̃(∞)

6 to the potential system (3.5), one obtains

fx + fuux + fvvx + fuxuxx = −3xu− x2ux,

ft + fuut + fvvt + fuxutx =
4
3(3xu+ x2ux)u−

7
3 ux + Dx(−3xu− x2ux)u−

4
3

(3.56)

on every solution of the potential system (3.5). After making appropriate substitu-
tions and equating the coefficients of the termuxx, one obtainsfux = 0. By simi-
lar reasoning, one can show thatf (x, t, u, v, ux, uxx, ...) has no dependence on any
partial derivative ofu with respect tox. Hence f [u, v] is of the form f (x, t, u, v).
Consequently, ifX6 yields a local symmetry of the nonlinear diffusion equation
(4.45) withK(u) = u−

4
3 , thenX̃6 must be a point symmetry of the corresponding

potential system (3.5).
Comparing Tables 3.1 and 3.2, one immediately sees that symmetry X6 does

not yield a point symmetry of the corresponding potential system (3.5). This fol-
lows from the fact that whenK(u) = u−

4
3 , the potential system (3.5) has no point

symmetry whose infinitesimal components corresponding to the variables (x, t) are
the same as those forX6. HenceX6 yields a nonlocal symmetry of the potential
system (3.5) withK(u) = u−

4
3 .

Remark 3.3.6 Proposition 3.3.5 shows that a local symmetry of a subsystemof a
given PDE system can yield a nonlocal symmetry of the given PDE system, since
the point symmetryX6 of the nonlinear diffusion equation (3.4), as a subsystem of
(3.5), yields a nonlocal symmetry of the potential system (3.5).

3.4 Nonlocally related systems in three or more
dimensions

In previous sections we showed how to construct nonlocally related PDE systems
for a PDE system with two independent variables, and how to use such nonlocally
related PDE systems to find nonlocal symmetries and nonlocalCLs for the given
PDE system. Now consider a PDE systemR{x; u} with n (n ≥ 3) independent
variablesx = (x1, . . . , xn) andm dependent variablesu = (u1, . . . , um), given by

Rσ[u] = 0, σ = 1, . . . , s. (3.57)

The situation in the case ofn ≥ 3 independent variables is more complicated
than in the case of two independent variables, since there exist several different
types of CLs in higher dimensions. In this section, we present a systematic method
for the construction of nonlocally related PDE systems ofR{x; u} (3.57) using
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3.4. Nonlocally related systems in three or more dimensions

divergence-type CLs [7, 25, 43, 44]. For nonlocally relatedPDE systems arising
from lower-degree CLs, one can refer to [25, 43, 44] for more details.

SupposeR{x; u} (3.57) has a local CL given by

div(Φ[u]) =
n∑

i=1

DiΦ
i [u] = 0. (3.58)

By introducingn2 potential variablesv jk ( j, k = 1, . . . , n) with v jk = −vk j, one
obtainsn potential equations

n∑

j=1

D jv
i j = Φi [u], i = 1, . . . , n. (3.59)

Sincev jk = −vk j, the potential equations (3.59) only involven(n−1)
2 potential vari-

ables, sayv jk ( j < k). It is straightforward to show that the system of potential
equations (3.59) is equivalent to the CL (3.58). Note that the system of potential
equations (3.59) is under-determined. In particular, the system of potential equa-
tions (3.59) is invariant under the transformations

vi j → vi j + Dkw
i jk , (3.60)

wherewi jk are n(n−1)(n−2)
6 arbitrary functions that are components of a totally an-

tisymmetric tensor. Hence the system of potential equations (3.59) has an infinite
number of point symmetries

Xgauge=
∑

i, j,k

Dkw
i jk ∂

∂vi j
, (3.61)

which are calledgauge symmetries.
The system of potential equations (3.59) together with the given PDE system

R{x; u} (3.57) yields apotential systemS{x; u, v} of R{x; u}, given by

Rσ[u] = 0, σ = 1, . . . , s.
n∑

j=1

D jv
i j = Φi [u], i = 1, . . . , n.

(3.62)

As in the case of two dependent variables, one can show that the potential
systemS{x; u, v} (3.62) is nonlocally related toR{x; u} (3.57).

Example 3.4.1 Consider a PDE systemR{x, y, z; u} with three independent vari-
ables. SupposeR{x, y, z; u} has a local CL

div(Φi [u]) = 0. (3.63)
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3.4. Nonlocally related systems in three or more dimensions

Hence one can introduce three potential variablesv = (v1, v2, v3) to obtain three
potential equations

v3
y − v2

z = Φ
1[u],

v1
z − v3

x = Φ
2[u],

v2
x − v1

y = Φ
3[u].

(3.64)

Therefore, a potential systemS{x, y, z; u, v} of R{x, y, z; u} is given byR{x, y, z; u}
and the system of potential equations (3.64). The potentialsystemS{x, y, z; u, v} is
invariant under the transformations

(v1, v2, v3)→ (v1, v2, v3) + (Dxw[u],Dyw[u],Dzw[u]). (3.65)

It follows that the gauge symmetries ofS{x, y, z; u, v} are given by

Xgauge= Dxw[u]
∂

∂v1
+ Dyw[u]

∂

∂v2
+ Dzw[u]

∂

∂v3
. (3.66)

Due to the under-determined property of the potential system, the situation for
seeking nonlocal symmetries is different in three or more independent variables
case. The following important theorem shows nonlocal symmetries cannot arise
from the under-determined potential systemS{x; u, v} (3.62) [7, 25].

Theorem 3.4.2 Each local symmetry of an under-determined potential system S{x;
u, v} (3.62) projects onto a local symmetry ofR{x; u} (3.57).

In order to eliminate the gauge freedom of the potential systemS{x; u, v} (3.62),
it is necessary to add gauge constraints toS{x; u, v}. The choice of gauge constraints
will depend on particular problems. But the corresponding gauge-constrained
(determined) potential system̃S{x; u, v} must have the property: all solutions of
S{x; u, v} can be obtained from the solutions ofS̃{x; u, v}. Examples of gauge con-
straints for the potential system (3.64):

• divergence gauge: div(v) = v1
x + v2

y + v3
z = 0,

• algebraic gauge:vk = 0, k = 1 or 2 or 3,

• Poincaré gauge:xv1 + yv2 + zv3 = 0.

If x represents the time, i.e,x = t, the following gauge constraints are fre-
quently used in applications:

• Lorentz gauge:v1
t − v2

y − v3
z = 0,

• Cronstrom gauge:tv1 − yv2 − zv3 = 0.
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3.5. Relationships between local symmetries of PDE systems

It is shown that a determined potential system could yield nonlocal symmetries
of a given PDE system with three or more independent variables [7, 25, 43, 44].
However, not all determined potential systems can yield nonlocal symmetries of a
given PDE system. For example, consider the wave equation

utt = uxx + uyy. (3.67)

A determined potential system is obtained by adding the Lorentz gauge to its under-
determined potential system. Hence the determined potential system is given by

v3
x − v2

y = ut,

v1
y − v3

t = −ux,

v2
t − v1

x = −uy,

v1
t − v2

y − v3
z = 0.

(3.68)

It turns out that there exist point symmetries of the potential system (3.68) that
project onto nonlocal symmetries of the wave equation (3.67) [25, 44]. However,
it is also shown that if one replaces the Lorentz gauge by the divergence gauge, the
algebraic gauge, the Poincaré gauge, or the Cronstrom gauge, no nonlocal sym-
metries of the wave equation (3.67) arise from these determined potential systems
[25, 44].

Similar to the case of two independent variables, one can construct a tree of
nonlocally related PDE systems ofR{x; u} (3.57). In seeking additional CLs for
the potential systems, there is a similar result to Theorem 3.2.20 [25, 26, 63].

Theorem 3.4.3 SupposeR{x; u} (3.57) has a CL (3.58). LetS{x; u, v} be the po-
tential system ofR{x; u} consisting ofR{x; u} and the potential equations (3.59).
Then each CL ofS{x; u, v}, arising from multipliers that do not involve the potential
variablesv, is equivalent to a local CL ofR{x; u}.

It is important to note that Theorem 3.4.3 does not hold for a potential system
with a gauge constraint [25]. Moreover, unlike the situation for nonlocal symme-
tries, nonlocal CLs can arise from both determined and under-determined potential
systems [11, 25].

3.5 Relationships between local symmetries of PDE
systems

As discussed in Section 3.3, an effective way to seek nonlocal symmetries of a
given PDE system is to apply Lie’s algorithm to PDE systems ina tree of nonlocally
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3.5. Relationships between local symmetries of PDE systems

related PDE systems. It has been shown that both potential systems and subsystems
can yield nonlocal symmetries. Does there exist any relationship between local
symmetries of a given PDE system and those of its potential systems?

In next new theorem, a correspondence between local symmetries of a given
PDE system having preciselyn linearly independent local CLs and those of its
potential systems is presented.

Theorem 3.5.1 Suppose a PDE systemR{x, t; u} with two independent variables
(x, t) andmdependent variablesu = (u1, . . . , um) given by

Rσ[u] = 0, σ = 1, . . . , s, (3.69)

has preciselyn linearly independent local CLs. Then any local symmetry of the
PDE systemR{x, t; u} (3.69) can be obtained by projection of some local symmetry
of its n-plet potential system.

Proof. Let then local CLs ofR{x, t; u} (3.69) be given byDtΨ
j [u]+Dx

(
−Φ j [u]

)
=

0 for some densitiesΨ j [u] and fluxes−Φ j [u], j = 1, . . . , n. Then the corresponding
n-plet potential system ofR{x, t; u} (3.69) is given by

v j
x = Ψ

j [u],

v j
t = Φ

j [u], j = 1, . . . , n,

Rσ[u] = 0, σ = 1, . . . , s.

(3.70)

SupposeX̂ =
m∑

i=1

ηi[u]
∂

∂ui
is a local symmetry ofR{x, t; u} (3.69). It suffices

to prove that there exist functionsζ j[u, v], j = 1, . . . , n, such thatŶ = X̂ +
n∑

j=1

ζ j[u, v]
∂

∂v j
is a local symmetry of then-plet potential system (3.70).

Applying the corresponding infinite prolongation

Ŷ
(∞)
= X̂

(∞)
+

n∑

j=1

ζ j [U,V]
∂

∂V j
+

∑

J

DJζ
j[U,V]

∂

∂V j
J

to the functions
V j

x − Ψ j[U],

V j
t − Φ j [U], j = 1, . . . , n,

Rσ[U], σ = 1, . . . , s,

(3.71)
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3.5. Relationships between local symmetries of PDE systems

one obtains
Dxζ

j [U,V] − X̂
(∞)
Ψ j [U],

Dtζ
j[U,V] − X̂

(∞)
Φ j [U], j = 1, . . . , n,

X̂
(∞)

Rσ[U], σ = 1, . . . , s.

(3.72)

ThenŶ is a local symmetry of then-plet potential system (3.70) if and only if (3.72)
vanishes on any solution (U,V) = (u, v) = (u(x, t), v(x, t)) of the n-plet potential
system (3.70). From Theorem 2.2.32,X̂ is a local symmetry ofR{x, t; u} (3.69) if

and only if its infinite prolongation̂X
(∞)

satisfies

X̂
(∞)

Rσ[u] = 0, σ = 1, . . . , s, (3.73)

on any solution ofR{x, t; u} (3.69). Hence the equations (3.73) hold on any solution
of then-plet potential system (3.70). Therefore, it suffices to prove that there exist
some functionsζ j[u, v] so that the equations

Dxζ
j[u, v] = X̂

(∞)
Ψ j [u],

Dtζ
j [u, v] = X̂

(∞)
Φ j [u], j = 1, . . . , n,

(3.74)

hold on any solution of then-plet potential system (3.70).
Theorem 2.3.16 shows that a symmetry maps fluxes (densities)to fluxes (den-

sities). SinceX̂ is a local symmetry ofR{x, t; u} (3.69), the entriesΨ̃ j[u] =

X̂
(∞)
Ψ j [u] and−Φ̃ j [u] = X̂

(∞) (−Φ j [u]
)
, j = 1, . . . , n, must be densities and fluxes

of CLs of R{x, t; u} (3.69), i.e., for eachj = 1, . . . , n, DtΨ̃
j [u]+Dx

(
−Φ̃ j [u]

)
= 0 is

a CL of R{x, t; u} (3.69). SinceR{x, t; u} (3.69) has preciselyn linear independent
local CLs, it follows that, for eachj = 1, . . . , n,

X̂
(∞)
Ψ j [u] = Ψ̃ j [u] =

n∑

k=1

a j
kΨ

k[u] + T j [u],

X̂
(∞)
Φ j [u] = Φ̃ j [u] =

n∑

k=1

a j
kΦ

k[u] + S j [u],

(3.75)

for some constantsa j
k, k = 1, . . . , n, andDtT j [u] − DxS j [u] = 0 is a trivial CL of

R{x, t; u} (3.69). In particular, for eachj = 1, . . . , n, T j [u] = A j[u] + B j[u] and
S j [u] = F j [u] +G j[u], whereDtA j[u] − DxF j [u] = 0 is a first kind trivial CL and
DtB j[u] − DxG j[u] = 0 is a second kind trivial CL. It follows that (A j[u], F j [u])
vanish on any solution ofR{x, t; u} (3.69), and hence (A j[u], F j [u]) vanish on any
solution of then-plet potential system (3.70). Since (B j[u],G j [u]) yield a null
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3.5. Relationships between local symmetries of PDE systems

divergence, according to Theorem 2.3.3, there exists some function H j [u] such
thatB j[u] = DxH j [u] andG j[u] = DtH j[u].

Now let ζ j [U,V] be the functions

ζ j [U,V] =
n∑

k=1

a j
kV

k + H j [U], j = 1, . . . , n. (3.76)

Then, on any solution (U,V) = (u, v) = (u(x, t), v(x, t)) of then-plet potential sys-
tem (3.70), one has

Dxζ
j[u, v] =

n∑

k=1

a j
kv

k
x + DxH

j [u] =
n∑

k=1

a j
kΨ

k[u] + B j[u]

=

n∑

k=1

a j
kΨ

k[u] + B j[u] + A j [u] =
n∑

k=1

a j
kΨ

k[u] + T j [u]

= X̂
(∞)
Ψ j[u],

Dtζ
j[u, v] =

n∑

k=1

a j
kv

k
t + DtH

j[u] =
n∑

k=1

a j
kΦ

k[u] +G j[u]

=

n∑

k=1

a j
kΦ

k[u] +G j[u] + F j [u] =
n∑

k=1

a j
kΦ

k[u] + S j[u]

= X̂
(∞)
Φ j [u], j = 1, . . . , n.

(3.77)

Hence,ζ j[u, v], j = 1, . . . , n, given by (3.76) when (U,V) = (u, v) is a solution of
then-plet potential system (3.70), satisfy the equations (3.74).

By construction,

Ŷ = X̂ +
n∑

j=1


n∑

k=1

a j
kv

k + H j [u]


∂

∂v j

is a local symmetry of then-plet potential system (3.70), whose projection is the

local symmetryX̂ =
m∑

i=1

ηi[u]
∂

∂ui
of the given PDE systemR{x, t; u} (3.69). �

Remark 3.5.2 The proof of Theorem 3.5.1 shows how to directly construct the
local symmetryŶ of then-plet potential system (3.70) forany local symmetryX̂
of a given PDE systemR{x, t; u} (3.69) which has preciselyn local CLs.

Corollary 3.5.3 Consider a PDE systemR{x, t; u} with two independent variables
(x, t) andmdependent variablesu = (u1, . . . , um) given by

Rσ[u] = 0, σ = 1, . . . , s. (3.78)
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SupposeX̂ is a local symmetry in evolutionary form ofR{x, t; u} and DtΨ
i [u] −

DxΦ
i [u] = 0, i = 1, . . . , k, are linearly independent local CLs ofR{x, t; u} (3.78).

If for eachν = 1, . . . , k, the CL

Dt

(
X̂

(∞)
Ψν[u]

)
− Dx

(
X̂

(∞)
Φν[u]

)
= 0

is equivalent to the CL

Dt


k∑

i=1

aνi Ψ
i [u]

 − Dx


k∑

i=1

aνi Φ
i [u]

 = 0,

for some constantsaνi , i = 1, . . . , k, thenX̂ can be obtained by projection of some
local symmetry of the correspondingk-plet potential system given by

vi
x = Ψ

i[u],

vi
t = Φ

i [u], i = 1, . . . , k,

Rσ[u] = 0, σ = 1, . . . , s.

(3.79)

Proof. The proof in Theorem 3.5.1 can be directly extended to thek-plet potential
system (3.79). �

Remark 3.5.4 Both Theorem 3.5.1 and Corollary 3.5.3 hold for PDE systems with
three or more independent variables, since one can directlyextend the above proofs
to such PDE systems.

Example 3.5.5 Consider the nonlinear diffusion equation

ut =

(
u−

4
3 ux

)

x
. (3.80)

From Tables 3.1 and 3.3, one sees that all point symmetries ofthe nonlinear diffu-
sion equation (3.80) can be obtained by projection of some point symmetry of its
2-plet potential system (3.19). For this example, we illustrate how to use Theorem
3.5.1 to obtain this conclusion.

Consider the point symmetryX = −x2 ∂
∂x + 3xu ∂

∂u of the nonlinear diffusion
equation (3.80), whose evolutionary form is given byX̂ = (3xu+ x2ux) ∂∂u. Using
the direct method and Theorem 2.3.13, one can show that the nonlinear diffusion
equation (3.80) has exactly two linearly independent localCLs given by

ut −
(
u−

4
3 ux

)

x
= 0, (3.81)
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3.5. Relationships between local symmetries of PDE systems

(xu)t −
(
xu−

4
3 ux + 3u−

1
3

)

x
= 0. (3.82)

From Theorem 3.5.1, the point symmetryX̂ of the nonlinear diffusion equation
(3.80) can be obtained by projection of some local symmetryŶ of its 2-plet poten-
tial system given by

vx = u,

vt = u−
4
3 ux,

αx = xu,

αt = xu−
4
3 ux + 3u−

1
3 .

(3.83)

HereΨ1[u] = u,Φ1[u] = u−
4
3 ux,Ψ2[u] = xu,Φ2[u] = xu−

4
3 ux+3u−

1
3 . In particular,

one can explicitly find̂Y without applying the Lie’s algorithm to the 2-plet potential

system (3.83). Applying the corresponding infinite prolongation X̂
(∞)

to the fluxes
of the CL (3.81), one obtains

X̂
(∞) (
Ψ1[u]

)
= X̂

(∞)
(u) = 3xu+ x2ux = xu+ x2ux + 2xu

= Ψ2[u] + T1[u],

X̂
(∞) (
Φ1[u]

)
= X̂

(∞)
(u−

4
3 ux) = 3u−

1
3 + xu−

4
3 ux − 4

3 x2u−
7
3 u2

x + x2u−
4
3 uxx,

= Φ2[u] + S1[u],

(3.84)

whereDtT1[u] − DxS1[u] = 0 is the trivial CL given by

Dt(x
2ux + 2xu) − Dx

(
−4

3 x2u−
7
3 u2

x + x2u−
4
3 uxx − x2ut + x2ut

)

= Dt(Dx(x
2u)) − Dx

(
x2

(
−4

3u−
7
3 u2

x + x2u−
4
3 uxx − ut

)
+ Dt(x

2u)
)
= 0.

(3.85)

Applying the corresponding infinite prolongation̂X
(∞)

to the fluxes of the CL
(3.82), one obtains

X̂
(∞) (
Ψ2[u]

)
= X̂

(∞)
(xu) = 3x2u+ x3ux = T2[u],

X̂
(∞) (
Φ2[u]

)
= X̂

(∞)
(xu−

4
3 ux + 3u−

1
3 ) = x3u−

4
3 uxx − 4

3 x3u−
7
3 u2

x = S2[u],
(3.86)

whereDtT2[u] − DxS2[u] = 0 is the trivial CL given by

Dt(Dx(x
3u)) − Dx

(
Dt(x

3u) + x3(u−
4
3 uxx −

4
3

u−
7
3 u2

x − ut)

)
= 0. (3.87)

It follows that the constants and the functionsH j [u], j = 1, 2, in (3.76) are given
by

a1
1 = 0, a1

2 = 1, a2
1 = 0, a2

2 = 0, H1[u] = x2u, H2[u] = x3u.
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3.6. Summary

Consequently,̂Y = X̂ + (α + x2u) ∂
∂v + x3u ∂

∂α
= X̂ + (α + x2vx) ∂∂v + x2αx

∂
∂α

, which
is the evolutionary form for the point symmetryY = X + α ∂

∂v.

Besides being useful for obtaining nonlocal CLs and nonlocal symmetries of
a given PDE systemR{x; u}, nonlocally related CL systems ofR{x; u} have vari-
ous other important applications. For instance, one can usenonlocal symmetries
to construct new solutions, which are not invariant solutions of local symmetries,
of R{x; u} arising from invariant solutions of its nonlocally relatedPDE systems
[41]. In [37], it was shown that new solutions can also arise from the “nonclas-
sical symmetries” of nonlocally related PDE systems ofR{x; u}. In addition, one
can construct nonlocal mappings that linearize a given PDE system through its
nonlocally related CL systems [25]. The well-known Hopf-Cole transformation
(see [52]) that linearizes Burgers’ equation can be obtained through its potential
system [59, 90]. One can also construct a nonlocal mapping that maps a scalar
PDE with variable coefficients to a linear PDE with constant coefficients through
its nonlocally related CL systems [33, 34]. Moreover, in [5], Anco and Bluman
used nonlocal symmetries to obtain CLs of a given PDE.

3.6 Summary

In this chapter, we presented the known CL-based method for constructing nonlo-
cally related CL systems of a given PDE system. Such nonlocally related CL sys-
tems are important in obtaining nonlocal CLs, nonlocal symmetries and new exact
solutions of a given PDE system. Besides the known results, we introduced two
new results in this chapter. Theorem 3.2.7 showed that for two potential systems
written in Cauchy-Kovalevskaya form, arising from two nontrivial and linearly in-
dependent local CLs, the potential variable in one system isa nonlocal variable of
the other system. Theorem 3.5.1 showed that any local symmetry of a PDE system
having preciselyn local CLs must be a projection of some local symmetry of its
correspondingn-plet potential system.
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Chapter 4

Symmetry-based Method for
Constructing Nonlocally Related
PDE Systems

4.1 Introduction

In Chapter 3, we presented the CL-based method for constructing nonlocally re-
lated CL systems of a given PDE system and the method for constructing subsys-
tems. Moreover, some important applications of nonlocallyrelated PDE systems,
such as using nonlocally related PDE systems to find nonlocalsymmetries and
nonlocal CLs, were presented.

In the CL-based method, to construct nonlocally related PDEsystems of a
given scalar PDE, it is necessary that the given PDE has at least one nontrivial
CL. A natural problem is how to construct nonlocally relatedPDE systems for a
scalar PDE that has no nontrivial CL. For example, consider the nonlinear reaction-
diffusion equation

ut − uxx = Q(u), (4.1)

where the reaction termQ(u) is an arbitrary constitutive function.
According to Theorem 2.3.13, one can find all local CLs of the nonlinear

reaction-diffusion equation (4.1) by the direct method. In particular, itsuffices
to consider multipliers of the formΛ = Λ(x, t,U,Ux,Uxx,Uxxx). Applying the di-
rect method, one obtains thatΛ(Ut −Uxx−Q(U)) is a divergence form if and only
if Λ satisfies the following equations:

ΛU = 0, ΛUx = 0, ΛUxx = 0, ΛUxxx = 0,

ΛΛtx + ΛΛxxx− Λx(Λxx + Λt) = 0,

ΛΛtt + ΛΛtxx − Λt(Λxx + Λt) = 0,

Λt + Λxx + ΛQ′(U) = 0.

(4.2)

From equations (4.2), one immediately concludes that, for any nonlinear func-
tion Q(u), the nonlinear reaction-diffusion equation (4.1) has no nontrivial local
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4.2. Nonlocally related PDE systems arising from point symmetries

CL. Consequently, it is impossible to construct a nonlocally related PDE system of
the nonlinear reaction-diffusion equation (4.1) via the CL-based method.

In this chapter, we introduce a new systematic method to construct nonlocally
related PDE systems which can be applied to a PDE system that has no nontrivial
CL. In particular, we show that, for any given PDE system, a nonlocally related
PDE system arises naturally from each point symmetry of the given PDE system.
Consequently, one can extend a tree of nonlocally related PDE systems by adding
this method to Procedure 3.2.15 for the construction of a tree of nonlocally related
PDE systems.

Unlike the CL-based method, the symmetry-based method can be directly ap-
plied to a PDE system with three or more independent variables. More importantly,
nonlocal related PDE systems arising from the symmetry-based mathod are deter-
mined. In addition, by various examples, it is shown that a nonlocally related PDE
system arising from a point symmetry of a given PDE system could also yield
nonlocal symmetries of the given PDE system.

4.2 Nonlocally related PDE systems arising from point
symmetries

Consider a PDE systemR{x, t; u} of order l with two independent variables (x, t)
andm dependent variablesu = (u1, . . . , um) given by

Rσ[u] = Rσ(x, t, u, ∂u, ∂2u, . . . , ∂lu) = 0, σ = 1, . . . , s. (4.3)

Suppose the PDE systemR{x, t; u} (4.3) has a point symmetry with infinitesi-

mal generatorX = ξ(x, t, u)
∂

∂x
+ τ(x, t, u)

∂

∂t
+

m∑

i=1

ηi(x, t, u)
∂

∂ui
. By introducing the

canonical coordinates corresponding toX:

X = X(x, t, u),

T = T(x, t, u),

U i = U i(x, t, u), i = 1, . . . ,m,

(4.4)

satisfying
XX = 0,

XT = 0,

XU1 = 1,

XU i = 0 i = 2, . . . ,m,

(4.5)
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one mapsX into the canonical formY = ∂
∂U1 while the PDE systemR{x, t; u} (4.3)

becomes the invertibly equivalent PDE systemR̂{X,T; U} in terms of the canoni-
cal coordinates (X,T,U). Since an invertible transformation maps a symmetry of a
PDE system to a symmetry of the transformed system,Y is the infinitesimal gen-
erator of a point symmetry of̂R{X,T; U}. Consequently,̂R{X,T; U} is invariant
under translations inU1. It follows thatR̂{X,T; U} is of the form

R̂σ(X,T, Û, ∂U, . . . , ∂lU) = 0, σ = 1, . . . , s, (4.6)

whereÛ = (U2, . . . ,Um).
Introducing two new variablesα andβ, related to the first partial derivatives of

U1, one obtains the equivalent PDE systemR̃{X,T; U, α, β} given by

α = U1
T ,

β = U1
X,

R̃σ(X,T, Û, α, β, ∂Û, . . . , ∂l−1α, ∂l−1β, ∂lÛ) = 0, σ = 1, . . . , s,

(4.7)

whereR̃σ(X,T, Û, α, β, ∂Û, . . . , ∂l−1α, ∂l−1β, ∂lÛ) = 0 is obtained from̂Rσ(X,T, Û,
∂U, . . . , ∂lU) = 0 after making the appropriate substitutions. The PDE system
R̃{X,T; U, α, β} (4.7) is called theintermediate systemof R̂{X,T; U} (4.6).

According to Theorem 3.2.14, the PDE systemR̃{X,T; U, α, β} (4.7) is locally
related to the PDE system̂R{X,T; U} (4.6), and hence locally related to the given
PDE systemR{x, t; u} (4.3).

Excluding the dependent variableU1 from the PDE system̃R{X,T; U, α, β}
(4.7), one obtains the equivalent PDE systemŘ{X,T; Û, α, β}

αX = βT ,

R̃σ(X,T, Û, α, β, ∂Û, . . . , ∂l−1α, ∂l−1β, ∂lÛ) = 0, σ = 1, . . . , s.
(4.8)

According to Theorem 3.2.14, since the PDE systemŘ{X,T; Û, α, β} (4.8)
is obtained by excludingU1 from the PDE system̃R{X,T; U, α, β} (4.7), which
cannot be expressed as a local function ofα, β and their derivatives, it follows
that the PDE system̌R{X,T; Û, α, β} (4.8) is nonlocally related to the PDE sys-
tem R̃{X,T; U, α, β} (4.7). In particular, if (α, β,U2, . . . ,Um) = ( f (x, t), g(x, t),
h2(x, t), . . . , hm(x, t)) solves the PDE system̌R{X,T; Û, α, β} (4.8), there exists a
spectrum of functionsU1 = h1(x, t)+C, whereC is an arbitrary constant, such that
(α, β,U1,U2, . . . ,Um) = ( f (x, t), g(x, t), h1(x, t) + C, h2(x, t), . . . , hm(x, t)) solves
the intermediate system̃R{X,T; U, α, β} (4.7). By projection, (U1,U2, . . . ,Um) =
(h1(x, t)+C, h2(x, t), . . . , hm(x, t)) is a solution of the PDE system̂R{X,T; U} (4.6).
Thus the correspondence between the solutions of the PDE systemŘ{X,T; Û, α, β}
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4.2. Nonlocally related PDE systems arising from point symmetries

(4.8) and those of the PDE system̂R{X,T; U} (4.6) is not one-to-one. It follows
that the PDE system̌R{X,T; Û, α, β} (4.8) is nonlocally related to the PDE system
R̂{X,T; U} (4.6), and hence nonlocally related to the given PDE systemR{x, t; u}
(4.3).

Since the way one constructs the PDE systemŘ{X,T; Û, α, β} (4.8) is in the re-
verse direction of the construction for a potential system,we call the PDE system
Ř{X,T; Û, α, β} (4.8) aninverse potential system. Since the inverse potential sys-
tem arising from a point symmetry of a given PDE system is nonlocally related to
the given PDE system, we use the terminologynonlocally related symmetry-based
systemto denote an inverse potential system.

Based on the above discussions, one has proved the followingtheorem.

Theorem 4.2.1 Any point symmetry of a given PDE systemR{x, t; u} (4.3) yields
a nonlocally related PDE system (inverse potential system)of the given PDE sys-
temR{x, t; u} (4.3) given by the PDE system̌R{X,T; Û, α, β} (4.8).

Remark 4.2.2 Connection between the symmetry-based method and the CL-based
method.The symmetry-based method to obtain a nonlocally related PDE system
does not require the existence of a nontrivial local CL of a given PDE system. Thus
the new method is complementary to the CL-based method for constructing nonlo-
cally related PDE systems. In particular, for the CL-based method, the constructed
system is a potential system of the given PDE system. For the symmetry-based
method, since the intermediate system is locally related tothe given PDE system,
one can treat the intermediate system as the starting PDE system. In this sense,
for the symmetry-based method, the starting PDE system is a potential system
of the final constructed system (the inverse potential system). It follows that the
symmetry-based method is in the reverse direction of the CL-based method.

Remark 4.2.3 The situation for a PDE system with at least three independent vari-
ables.The symmetry-based method can be adapted to a PDE system which has at
least three independent variables. Without loss of generality, consider a scalar PDE
R{x; u} with n ≥ 3 independent variablesx = (x1, . . . , xn) and one dependent vari-
ableu:

R(x, u, ∂u, ∂2u, . . . , ∂lu) = 0. (4.9)

Suppose the scalar PDER{x; u} (4.9) has a point symmetry with the infinitesimal
generatorX. The canonical coordinates corresponding toX:

Xi = Xi(x, u), i = 1, . . . , n,

U = U(x, t, u),
(4.10)
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satisfying
XXi = 0, i = 1, . . . , n,

XU = 1,
(4.11)

mapsX into the canonical formY = ∂
∂U . In terms of (X,T,U) coordinates, the

given scalar PDER{x; u} (4.9) becomes the invertibly related PDER̂{X; U} (X =
(X1, . . . ,Xn)) of the form

R̂(X, ∂U, ∂2U, . . . , ∂lU) = 0. (4.12)

Introducing the new variablesα = (α1, . . . , αn), related to the first partial
derivatives ofU, one obtains the equivalent locally related intermediate system
R̃{X; U, α} given by

αi = UXi , i = 1, . . . , n,

R̃(X, α, ∂α . . . , ∂l−1α) = 0,
(4.13)

where R̃(X, α, ∂α, . . . , ∂l−1α) = 0 is obtained fromR̂(X, ∂U, ∂2U, . . . , ∂lU) = 0
after making the appropriate substitutions. ExcludingU from the PDE system
R̃{X; U, α} (4.13), one obtains the inverse potential systemŘ{X;α}

αi
X j − α j

Xi = 0, i, j = 1, . . . , n,

R̃(X, α, ∂α, . . . , ∂l−1α) = 0.
(4.14)

By construction, one can show that the inverse potential system Ř{X;α} (4.14) is
nonlocally related to the scalar PDÊR{X; U} (4.12), hence nonlocally related to
the scalar PDER{x; u} (4.9). Moreover, since the inverse potential systemŘ{X;α}
(4.14) has curl-type CLs, it could possibly yield nonlocal symmetries of the scalar
PDE R{x; u} (4.9) from local symmetries of the inverse potential systemŘ{X;α}
(4.14) [25, 43, 44].

Corollary 4.2.4 Consider an evolutionary scalar PDER{x, t; u}, invariant under-
translations inu, given by

ut = F(x, t, ∂xu, . . . , ∂
l
xu). (4.15)

Let β = ∂xu = ux. Then the scalar PDE

βt = DxF(x, t, β, ∂xβ, . . . , ∂
l−1
x β) (4.16)

is a locally related subsystem of an inverse potential system of the PDER{x, t; u}
(4.15).
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Proof. Introducing the new variablesα andβ, related to the first partial derivatives
of u, one obtains the following locally related intermediate systemR̃{x, t; u, α, β}
of the given PDER{x, t; u} (4.15):

α = ut,

β = ux,

α = F(x, t, β, ∂xβ, . . . , ∂
l−1
x β).

(4.17)

Excluding the dependent variableu from the intermediate system̃R{x, t; u, α, β}
(4.17), one obtains the inverse potential systemŘ{X,T; Û, α, β}

αx = βt,

α = F(x, t, β, ∂xβ, . . . , ∂
l−1
x β).

(4.18)

From the previous discussion, the PDE systemŘ{X,T; Û, α, β} (4.18) is nonlocally
related to (4.17). Furthermore, one can exclude the dependent variableα from the
PDE systemŘ{X,T; Û, α, β} (4.18) to obtain the scalar PDĖR{x, t; β}

βt = DxF(x, t, β, ∂xβ, . . . , ∂
l−1
x β). (4.19)

Since the excluded variableα can be expressed from the equations of the PDE
systemŘ{X,T; Û, α, β} (4.18) in terms ofβ and its derivatives, the PDĖR{x, t; β}
(4.19) is locally related to the inverse potential systemŘ{X,T; Û, α, β} (4.18). �

4.3 Examples of inverse potential systems arising from
point symmetries

In the previous section we introduced a new systematic symmetry-based method
to construct nonlocally related PDE systems (inverse potential systems) of a given
PDE system. Such equivalent PDE systems are nonlocally related to the given PDE
system. In this section, we illustrate this method by several examples.

4.3.1 Nonlinear reaction-diffusion equation

Consider the nonlinear reaction-diffusion equation (4.1). As stated in Section 4.1,
the nonlinear reaction-diffusion equation (4.1) has no local CL for any nonlinear
term Q(u). Thus it is impossible to construct nonlocally related PDEsystems of
the nonlinear reaction-diffusion equation (4.1) by the CL-based method.
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In contrast, the nonlinear reaction-diffusion equation (4.1) has point symme-
tries. Thus one can construct nonlocally related PDE systems of the the nonlin-
ear reaction-diffusion equation (4.1) through the symmetry-based method intro-
duced in Section 4.2. The point symmetry classification of the nonlinear reaction-
diffusion (4.1) is presented in [47, 49] and exhibited in Table 4.1, modulo the group
of equivalent transformations (2.71).

Table 4.1: Point symmetry classification for the reaction-diffusion equation (4.1)

Q(u) # admitted point symmetries
arbitrary 2 X1 =

∂
∂x, X2 =

∂
∂t

ua(a , 0, 1) 3 X1, X2, X3 = u ∂
∂u − (a− 1)t ∂

∂t −
a−1

2 x ∂
∂x

eu 3 X1, X2, X4 =
∂
∂u − t ∂

∂t −
1
2 x ∂

∂x
u ln u 4 X1, X2, X5 = uet ∂

∂u,X6 = 2et ∂
∂x − xuet ∂

∂u

(I) The case whenQ(u) is arbitrary

For arbitraryQ(u), the nonlinear reaction-diffusion equation (4.1) has the exhibited
two point symmetries:X1 andX2. Therefore, using the symmetry-based method
one can use interchanges ofx and u and alsot and u to construct two inverse
potential systems of the nonlinear reaction-diffusion equation (4.1).

(I-a) Inverse potential system arising from X1

After an interchange of the variablesx andu, the nonlinear reaction-diffusion equa-
tion (4.1) becomes the invertibly related PDE given by

xt =
xuu− Q(u)x3

u

x2
u

. (4.20)

Corresponding to the invariance of PDE (4.20) under translations of its depen-
dent variablex, one obtains the following locally related intermediate system for
the nonlinear reaction-diffusion equation (4.1) by introducing two new variables:

v = xu,

w = xt,

w =
vu − Q(u)v3

v2
.

(4.21)

Excludingx from the intermediate system (4.21), one obtains the inverse potential
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system of the PDE system (4.21) given by

vt = wu,

w =
vu − Q(u)v3

v2
.

(4.22)

In addition, one can excludew from the PDE system (4.22) to get the scalar PDE

vt =

(
vu − Q(u)v3

v2

)

u
. (4.23)

By construction, the scalar PDE (4.23) is a locally related subsystem of the PDE
system (4.22). Moreover, since the scalar PDE (4.23) is in a CL form and the non-
linear reaction-diffusion equation (4.1) has no local CL, from Remark 2.3.15, it fol-
lows that there is no invertible transformation that relates the scalar PDE (4.23) and
the nonlinear reaction-diffusion equation (4.1). Therefore, the scalar PDE (4.23) is
nonlocally related to the nonlinear reaction-diffusion equation (4.1).

(I-b) Inverse potential system arising from X2

After an interchange of the variablest andu, the nonlinear reaction-diffusion equa-
tion (4.1) becomes

t2u − Q(u)t3u + t2utxx − 2txtutxu + t2xtuu = 0, (4.24)

which is not in solved form and has mixed derivatives.
Corresponding to the invariance of PDE (4.24) under translations of its depen-

dent variablet, one introduces two new variablesα = tx and β = tu to obtain
the locally related intermediate system of the nonlinear reaction-diffusion equation
(4.1) given by

α = tx,

β = tu,

β2 − Q(u)β3 + β2αx − 2αβαu + α
2βu = 0.

(4.25)

Excluding t from the intermediate system (4.25), one obtains another inverse po-
tential system of the nonlinear reaction-diffusion equation (4.1) given by

αu − βx = 0,

β2 − Q(u)β3 + β2αx − 2αβαu + α
2βu = 0,

(4.26)

which is nonlocally related to the nonlinear reaction-diffusion equation (4.1).

The constructed inverse potential systems for the nonlinear reaction-diffusion
equation (4.1) (Q(u) is arbitrary) are illustrated in Figure 4.1.
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(4.1)

(4.22), (4.23) (4.26)

Figure 4.1: The constructed inverse potential systems for the nonlinear reaction-
diffusion equation (4.1) (Q(u) is arbitrary), with the arrows pointing to the inverse
potential systems.

(II) Inverse potential system arising from X3 when Q(u) = u3

WhenQ(u) = ua, (a , 0, 1), the nonlinear reaction-diffusion equation (4.1) has one
additional point symmetryX3. For simplicity, we consider the case whena = 3,
i.e.,Q(u) = u3. Canonical coordinates induced byX3 are given by

X = xu,

T =
t

x2
,

U = − ln x.

(4.27)

In (X,T,U) coordinates, the corresponding nonlinear reaction-diffusion equation
(4.1) becomes the invertibly related PDE

− 3U2
X − 2XU3

X − X3U3
X − U2

XUT + 10TU2
XUT + UXX − 4TUTUXX

+ 4T2U2
TUXX + 4T2U2

XUTT + 4TUXUT X − 8T2UXUTUT X = 0.
(4.28)

Accordingly, introducing the new variablesα = UX and β = UT , one obtains
the locally related intermediate system of the nonlinear reaction-diffusion equation
(4.1) given by

α = UX,

β = UT ,

− 3α2 − 2Xα3 − X3α3 − α2β + 10Tα2β + αX − 4TβαX

+ 4T2β2αX + 4T2α2βT + 4TαβX − 8T2αββX = 0.

(4.29)

ExcludingU from the intermediate system (4.29), one obtains an additional inverse
potential system of the corresponding nonlinear reaction-diffusion equation (4.1)

71



4.3. Examples of inverse potential systems arising from point symmetries

given by

αT = βX,

− 3α2 − 2Xα3 − X3α3 − α2β + 10Tα2β + αX − 4TβαX

+ 4T2β2αX + 4T2α2βT + 4TαβX − 8T2αββX = 0,

(4.30)

which is nonlocally related to the nonlinear reaction-diffusion equation (4.1). More-
over, comparing the number of point symmetries of the PDE system (4.29) and the
PDE system (4.26), one is able to show there is no invertible transformation relat-
ing these two systems. Hence, the PDE system (4.29) is nonlocally related to the
PDE system (4.26).

The constructed inverse potential systems for the nonlinear reaction-diffusion
equation (4.1) (Q(u) = u3) are illustrated in Figure 4.2.

(4.1)

(4.30)(4.22), (4.23) (4.26)

Figure 4.2: The constructed inverse potential systems for the nonlinear reaction-
diffusion equation (4.1) (Q(u) = u3), with the arrows pointing to the inverse poten-
tial systems.

(III) Inverse potential system arising from X4 when Q(u) = eu

WhenQ(u) = eu, the nonlinear reaction-diffusion equation (4.1) admits one addi-
tional point symmetryX4. Canonical coordinates induced byX4 are given by

X = u+ 2 ln x,

T =
t

x2
,

U = −2 ln x.

(4.31)

In (X,T,U) coordinates, the corresponding nonlinear reaction-diffusion equation
(4.1) becomes the invertibly related PDE

− 2U2
X − 2U3

X − eXU3
X − U2

XUT + 6TUTU2
X + 4UXX − 8TUTUXX

+ 4T2U2
TUXX + 4T2U2

XUTT + 8TUXUT X − 8T2UXUTUT X = 0.
(4.32)
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It follows that the introduction of the new variablesφ = UX andψ = UT yields
the locally related intermediate system of the nonlinear reaction-diffusion equation
(4.1) given by

φ = UX,

ψ = UT ,

− 2φ2 − 2φ3 − eXφ3 − φ2ψ + 6Tφ2ψ + 4φX − 8TψφX

+ 4T2ψ2φX + 4T2φ2ψT + 8TφψX − 8T2φψψX = 0.

(4.33)

ExcludingU from the intermediate system (4.33), one obtains a third inverse po-
tential system of the corresponding nonlinear reaction-diffusion (4.1) given by

φT = ψX,

− 2φ2 − 2φ3 − eXφ3 − φ2ψ + 6Tφ2ψ + 4φX − 8TψφX

+ 4T2ψ2φX + 4T2φ2ψT + 8TφψX − 8T2φψψX = 0,

(4.34)

which is nonlocally related to the nonlinear reaction-diffusion equation (4.1). Sim-
ilar to the situation in (II), one can show that the PDE systemis nonlocally related
to the PDE system (4.26).

The constructed inverse potential systems for the nonlinear reaction-diffusion
equation (4.1) (Q(u) = eu) are illustrated in Figure 4.3.

(4.1)

(4.22), (4.23) (4.26)(4.34)

Figure 4.3: The constructed inverse potential systems for the nonlinear reaction-
diffusion equation (4.1) (Q(u) = eu), with the arrows pointing to the inverse poten-
tial systems.

(IV) The case whenQ(u) = u ln u

WhenQ(u) = u ln u, the nonlinear reaction-diffusion equation (4.1) has two addi-
tional point symmetriesX5 andX6.

(IV-a) Inverse potential system arising from X5
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Canonical coordinates induced byX5 are given by

X = x,

T = t,

U = e−t ln u.

(4.35)

In (X,T,U) coordinates, the corresponding nonlinear reaction-diffusion equation
(4.1) becomes

UT = UXX + eTU2
X. (4.36)

Thus one introduces the new variablesp = UX andq = UT to obtain the locally
related intermediate system of the nonlinear reaction-diffusion equation (4.1) given
by

p = UX,

q = UT ,

q = pX + eT p2.

(4.37)

ExcludingU from the intermediate system (4.37), one obtains the inverse potential
system of the corresponding nonlinear reaction-diffusion (4.1) given by

pT = qX,

q = pX + eT p2.
(4.38)

In addition, excludingq from the inverse potential system (4.37), one obtains the
locally related subsystem of the inverse potential system (4.38) given by

pT = pXX + 2eT ppX, (4.39)

which is in a CL form. The PDE (4.39) is in a CL form and the nonlinear reaction-
diffusion equation (4.1) has no local CL. Hence the PDE (4.39) is nonlocally related
to the nonlinear reaction-diffusion equation (4.1).

(IV-b) Inverse potential system arising from X6

Canonical coordinates induced byX6 are given by

X = e
x2
4 u,

T = t,

U =
1
2

e−tx.

(4.40)

In (X,T,U) coordinates, the corresponding nonlinear reaction-diffusion equation
(4.1) becomes

UT =
e−2TUXX + 2XU3

X − 4X ln XU3
X

4U2
X

. (4.41)
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Hence, introducing the variablesr = UX and s = UT , one obtains the locally re-
lated intermediate system of the corresponding nonlinear reaction-diffusion equa-
tion (4.1) given by

r = UX,

s= UT ,

s=
e−2TrX + 2Xr3 − 4X ln Xr3

4r2
.

(4.42)

ExcludingU from the intermediate system (4.42), one obtains the inverse potential
system of the corresponding nonlinear reaction-diffusion (4.1) given by

rT = sX,

s=
e−2TrX + 2Xr3 − 4X ln Xr3

4r2
.

(4.43)

In addition, excludings from the inverse potential system (4.42), one obtains the
locally related subsystem of the inverse potential system (4.43) given by

rT =

(
e−2T rX + 2Xr3 − 4X ln Xr3

4r2

)

X
. (4.44)

which is in a CL form. The PDE (4.44) is in a CL form and the nonlinear reaction-
diffusion equation (4.1) has no local CL. Thus the PDE (4.44) is nonlocally related
to the nonlinear reaction-diffusion equation (4.1).

The constructed inverse potential systems for the nonlinear reaction-diffusion
equation (4.1) (Q(u) = u ln u) are illustrated in Figure 4.4.

(4.1)

(4.22), (4.23) (4.26)(4.38), (4.39) (4.43), (4.44)

Figure 4.4: The constructed inverse potential systems for the nonlinear reaction-
diffusion equation (4.1) (Q(u) = u ln u), with the arrows pointing to the inverse
potential systems.

4.3.2 Nonlinear diffusion equation

Consider the scalar nonlinear diffusion equation

vt = K (vx) vxx, (4.45)

75



4.3. Examples of inverse potential systems arising from point symmetries

whereK (vx) is an arbitrary constitutive function. The point symmetry classifica-
tion of the locally related PDE system (3.5) of the nonlineardiffusion equation
(4.45) is listed in Table 3.2, modulo its group of equivalence transformations. By
projection of the symmetries in Table 3.2, one obtains that,for arbitrary K (vx),
there are are four point symmetries of the nonlinear diffusion equation (4.45),
namely,Y1 =

∂
∂x, Y2 =

∂
∂t , Y3 = x ∂

∂x + 2t ∂
∂t + v ∂

∂v andY4 =
∂
∂v.

(I) Inverse potential system arising from Y1

Since the nonlinear diffusion equation (4.45) is invariant under translations of its
independent variablex, one can interchangexandv to generate an invertibly related
PDE of the nonlinear diffusion equation (4.45) given by

xt =
K

(
1
xv

)
xvv

x2
v

. (4.46)

Introducing new variablesw = xv andy = xt, one obtains the locally related inter-
mediate system of the nonlinear diffusion equation (4.45) given by

w = xv,

y = xt,

y =
K

(
1
w

)
wv

w2
.

(4.47)

Excludingx from the PDE system (4.47), one obtains the inverse potential system
of the nonlinear diffusion equation (4.45) given by

wt = yv,

y =
K

(
1
w

)
wv

w2
.

(4.48)

Moreover, one can exclude the variabley from the PDE system (4.48) to obtain
the locally related subsystem of the inverse potential system (4.48) given by

wt =


K

(
1
w

)
wv

w2


v

. (4.49)

(II) Inverse potential system arising from Y2

Since the nonlinear diffusion equation (4.45) is invariant under translations of its
independent variablet, one can interchanget andv to obtain an invertibly related
PDE of the PDE (4.45) given by

t2v − K

(
− tx

tv

) (
2tvtxtxv − t2xtvv − t2vtxx

)
= 0. (4.50)
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Introducing new variablesα = tv andβ = tx, one obtains the locally related inter-
mediate system of the nonlinear diffusion equation (4.45) given by

α = tv,

β = tx,

α2 − K
(
− β
α

) (
2αβαx − β2αv − α2βx

)
= 0.

(4.51)

Excludingt from the PDE system (4.51), one obtains the inverse potential system
of the nonlinear diffusion equation (4.45) given by

αx = βv,

α2 − K
(
− β
α

) (
2αβαx − β2αv − α2βx

)
= 0.

(4.52)

(III) Inverse potential system arising from Y3

Since the nonlinear diffusion equation (4.45) is invariant under the scaling symme-
try generated byY3 = x ∂

∂x + 2t ∂
∂t + v ∂

∂v, one can use the corresponding canonical
coordinate transformation given by

X =
t

x2
,

T =
v
x
,

V = ln x

(4.53)

to map the nonlinear diffusion equation (4.45) into the invertibly related PDE

− VXV2
T + K

(
1+ TVT + 2XVX

VT

) (
−4XVTVT X + VTT + 4XVXVTT − V2

T

− 8X2VXVTVT X + 4X2V2
XVTT +2XVXV2

T + 4X2V2
TVXX

)
= 0.

(4.54)

Introducing new variablesφ = VX andψ = VT, one obtains the locally related
intermediate system of the nonlinear diffusion equation (4.45) given by

φ = VX,

ψ = VT ,

− φψ2 + K

(
1+ Tψ + 2Xφ

ψ

) (
−4XψψX + ψT + 4XφψT − ψ2

−8X2φψψX + 4X2φ2ψT + 2Xφψ2 + 4X2ψ2φX

)
= 0.

(4.55)
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ExcludingV from the intermediate system (4.55), one obtains the inverse potential
system of the nonlinear diffusion equation (4.45) given by

φT = ψX,

− φψ2 + K

(
1+ Tψ + 2Xφ

ψ

) (
−4XψψX + ψT + 4XφψT − ψ2

−8X2φψψX + 4X2φ2ψT + 2Xφψ2 + 4X2ψ2φX

)
= 0.

(4.56)

(IV) Inverse potential system arising from Y4

From its invariance under translations of its dependent variable v, one can apply
directly the symmetry-based method to the equation (4.45).Letting u = vx, z= vt,
one obtains the corresponding locally related intermediate system of the nonlinear
diffusion equation (4.45) given by

u = vx,

z= vt,

z= K(u)ux.

(4.57)

Excludingv from the intermediate system (4.57), one obtains the inverse potential
system of the nonlinear diffusion equation (4.45) given by

ut = zx,

z= K(u)ux.
(4.58)

Excludingz from the PDE system (4.58), one obtains the locally related subsystem
of the inverse potential system (4.58) given by the nonlinear diffusion equation

ut = (K (u) ux)x . (4.59)

Remark 4.3.1 In fact, the above procedure is in the reverse direction of Exam-
ple 3.2.5 and Example 3.2.12, in which the given PDE is the nonlinear diffusion
equation (4.59). In particular, in Example 3.2.5 and Example 3.2.12, we start with
the nonlinear diffusion equation (4.59), and use the CL-based method to obtain
the nonlinear diffusion equation (4.45). Conversely, in the above example, the
nonlinear diffusion equation (4.45) is the starting PDE. We finally construct the
nonlocally related nonlinear diffusion equation (4.59) through the symmetry-based
method.
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4.3. Examples of inverse potential systems arising from point symmetries

(IV) Inverse potential system for the the nonlinear diffusion equation (4.59)

Now take as the given PDE the nonlinear diffusion equation (4.59). The point
symmetry classification for the nonlinear diffusion equation (4.59) is presented in
Table 3.1, modulo its group of equivalence transformations. There are three point
symmetries of the nonlinear diffusion equation (4.59) for arbitraryK(u): X1 =

∂
∂x,

X2 =
∂
∂t andX3 = x ∂

∂x + 2t ∂
∂t . Therefore, one can construct three inverse potential

systems of the nonlinear diffusion equation (4.59) through the symmetry-based
method. TakeX1 for example. From its invariance under translations inx, one can
employ the hodograph transformation interchangingx andu to obtain the invertibly
related PDE of the nonlinear diffusion equation (4.59):

xt = −
(
K(u)
xu

)

u
. (4.60)

Accordingly, let p = xu and q = xt, one obtains the following locally related
intermediate system of the nonlinear diffusion equation (4.59):

p = xu,

q = xt,

q = −
(
K(u)

p

)

u
.

(4.61)

Excluding the variablex from the PDE system (4.61), one obtains the inverse po-
tential system of the nonlinear diffusion equation (4.59) given by

pt = qu,

q = −
(
K(u)

p

)

u
.

(4.62)

Finally, after excluding the variableq from the PDE system (4.62), one obtains the
locally related subsystem of the inverse potential system (4.62) given by

pt = −
(
K(u)

p

)

uu
. (4.63)

The constructed inverse potential system for the nonlineardiffusion equation
(4.45) are indicated in Figure 4.5.

4.3.3 Nonlinear wave equation

As a third example, we construct a further nonlocally related PDE system of the
nonlinear wave equation

utt = (c2(u)ux)x, (4.64)
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(4.45)

(4.48), (4.49)(4.58), (4.59) (4.56)(4.52)

(4.62), (4.63)

Figure 4.5: The constructed inverse potential system for the nonlinear diffusion
equation (4.45), with the arrows pointing to the inverse potential systems.

.

with an arbitrary constitutive functionc(u).
In Section 3.2, a tree of equivalent PDE systems was constructed for the nonlin-

ear wave equation (4.64). We now use point symmetries of the following potential
system of the nonlinear wave equation (4.64):

vx = ut,

vt = c2(u)ux
(4.65)

to obtain nonlocally related PDE systems of the nonlinear wave equation (4.64).
For arbitraryc(u), the potential system (4.65) has the following point symmetries:
Y1 =

∂
∂t , Y2 =

∂
∂x, Y3 =

∂
∂v, Y4 = x ∂

∂x + t ∂
∂t andY∞, whereY∞ represent the

infinite number of point symmetries arising from the linearization of the potential
system (4.65) through the hodograph transformation (interchange of independent
and dependent variables).

Due to its invariance under translations inv andt, the PDE system (4.65) has a
point symmetry with the infinitesimal generator∂

∂v −
∂
∂t . Corresponding canonical

coordinates yield an invertible point transformation of the form:

ρ :



X = x,

T = u,

U = t + v,

V = v.

(4.66)

The transformation (4.66) maps the potential system (4.65)into the invertibly
related PDE system

VXUT − VTUX − 1 = 0,

VT + c2(T)UX − c2(T)VX = 0,
(4.67)
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4.4. Examples of nonlocal symmetries arising from the symmetry-based method

which is invariant under translations inU andV.
First of all, by excluding the dependent variableV from the PDE system (4.67),

one obtains the following subsystem given by

UTT + c2(T)
(
c2(T)UXX − UXXU2

T − UTTU2
X − 2UT X + 2UT XUTUX

)

− 2c(T)c′(T)
(
UX − U2

XUT

)
= 0.

(4.68)

which, in turn, is an equivalent PDE for the nonlinear wave equation (4.64).
Secondly, by excluding the dependent variableU from the PDE system (4.67),

one obtains another subsystem given by

c(T)
(
V2

XVTT − 2VXVTVT X + VXXV2
T − c3(T)VXX

)
− 2c′(T)V2

XVT = 0, (4.69)

which, in turn, is another equivalent PDE for the nonlinear wave equation (4.13).

Remark 4.3.2 In terms of (x, u, v) coordinates, the equation (4.69) becomes

c(u)
(
v2

xvuu− 2vxvuvux + vxxv
2
u − c2(u)vxx

)
− 2c′(u)v2

xvu = 0. (4.70)

It is straightforward to check the equation (4.70) is invertibly related to the PDE
(3.43) after interchangingx andv. However, in next section we will show that the
equation (4.68) is nonlocally related to any PDE system constructed in Example
3.2.21.

4.4 Examples of nonlocal symmetries arising from the
symmetry-based method

In the previous section, we constructed several inverse potential systems for the
nonlinear reaction-diffusion equation (4.1), the nonlinear diffusion equations (4.45)
and (4.59), and the nonlinear wave equation (4.64). For the nonlinear reaction-
diffusion equation (4.1), one can show that each point symmetry of the constructed
inverse potential systems yields no nonlocal symmetry of the nonlinear reaction-
diffusion equation (4.1). In this section, it is shown that for the nonlinear diffusion
equations (4.45) and (4.59), and the nonlinear wave equation (4.64), nonlocal sym-
metries can arise from some of the constructed inverse potential systems. Most
importantly, some previously unknown nonlocal symmetriesare obtained for the
nonlinear wave equation (4.64).
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4.4. Examples of nonlocal symmetries arising from the symmetry-based method

4.4.1 Nonlocal symmetries of nonlinear diffusion equation

As shown in Proposition 3.3.5, the nonlinear diffusion equation (4.59) has a point
symmetryX6 that induces a nonlocal symmetry of the PDE system (3.5). Since
the nonlinear diffusion equation (4.45) is locally related to the PDE system (3.5), it
follows thatX6 also yields a nonlocal symmetry of the nonlinear diffusion equation
(4.45).

Now consider the class of scalar PDEs (4.49). The equivalence transformations
for this class of PDEs arise from the six generators

E1 =
∂

∂v
, E2 =

∂

∂w
+

2K
w

∂

∂K
, E3 = w

∂

∂w
+ 2K

∂

∂K
,

E4 = v
∂

∂v
+ 2K

∂

∂K
, E5 = t

∂

∂t
− K

∂

∂K
, E6 =

∂

∂t
.

(4.71)

Thus the group of equivalence transformations for the classof PDEs (4.49) is given
by

v̄ = a3v+ a1,

t̄ = a5t + a6,

w̄ = a4w+ a2,

K̄ =
a2

3(a4w+ a2)2

a5w2
K,

(4.72)

wherea1, . . . , a6 are arbitrary constants witha3a4a5 , 0.
In Table 4.2, we present the point symmetry classification ofthe PDE (4.49),

modulo its group of equivalence transformations (4.72).

By similar reasoning as in the proof of Proposition 3.3.5, one can show that,
for K(u) = u−

2
3 , the point symmetryV5 of the PDE (4.49) yields a nonlocal sym-

metry of the PDE system (4.47), which is locally related to the nonlinear diffusion
equation (4.45). HenceV5 yields a nonlocal symmetry of the nonlinear diffusion
equation (4.45).

Moreover, comparing Tables 3.1 and 4.2, one also sees that whenK(u) = u−
2
3 ,

since its infinitesimal component for the variableu has an essential dependence
on the variablev, the symmetryV5 of the PDE (4.49) yields a nonlocal symmetry
of the nonlinear diffusion equation (4.59), which cannot be obtained through its
potential system (3.5). By similar reasoning, whenK(u) = u−2, one can show that
the symmetriesV6, V7 andV∞ of the PDE (4.49) yield nonlocal symmetries of the
nonlinear diffusion equation (4.59).

Remark 4.4.1 Comparing Tables 3.3 and 4.2, for the nonlinear diffusion equation
(4.59), one concludes that the nonlocal symmetries yieldedby V5, V6, V7 andV∞
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Table 4.2: Point symmetry classification for the PDE (4.49)

K (1/w) K(u) # admitted point symmetries in (t, v,w) coordinates
arbitrary arbitrary 3 V1 =

∂
∂t , V2 =

∂
∂v, V3 = 2t ∂

∂t + v ∂
∂v

w−µ uµ 4 V1, V2, V3, V4 = (2+ µ)v ∂
∂v − 2w ∂

∂w

w
2
3 u−

2
3 5 V1, V2, V3, V4 (µ = −2

3), V5 = 3vw ∂
∂w − v2 ∂

∂v

w2 u−2 ∞
V1, V2, V3, V4 (µ = −2), V6 = −vw ∂

∂w + 2t ∂
∂v,

V7 = 4t2 ∂
∂t + 4vt ∂

∂v − (2t + v2)w ∂
∂w,

V∞ = G(t, v) ∂
∂w, whereG(t, v) satisfiesGt = Gvv

Table 4.2: Point symmetry classification for the PDE (4.49) (continued)

K (1/w) K(u) # admitted point symmetries in (t, v, u) coordinates
arbitrary arbitrary 3 V1, V2, V3

w−µ uµ 4 V1, V2, V3, V4 = (2+ µ)v ∂
∂v + 2u ∂

∂u

w
2
3 u−

2
3 5 V1, V2, V3, V4 (µ = −2

3), V5 = −3uv ∂
∂u − v2 ∂

∂v

w2 u−2 ∞

V1, V2, V3, V4 (µ = −2), V6 = uv ∂
∂u + 2t ∂

∂v,
V7 = 4t2 ∂

∂t + 4vt ∂
∂v + (2t + v2)u ∂

∂u,
V∞ = −u2G(t, v) ∂

∂u, whereG(t, v) satisfies
Gt = Gvv

correspond to the nonlocal symmetries yielded byZ9, Z10, Z11 andZ∞ respec-
tively.

In addition, consider the PDE (4.63). The equivalence transformations of the
class of PDEs (4.63) arise from the six generators

E1 =
∂

∂u
, E2 = u

∂

∂u
+ 2K

∂

∂K
, E3 = p

∂

∂p
+ 2K

∂

∂K
,

E4 = t
∂

∂t
− K

∂

∂K
, E5 =

∂

∂t
, E6 = u2 ∂

∂u
− 3up

∂

∂p
− 2Ku

∂

∂K
.

(4.73)

Hence, the five-parameter group of equivalence transformations of the PDE class
(4.63), arising from the first five generators of (4.73), is given by

ū = a2u+ a1,

t̄ = a4t + a5,

p̄ = a3p,

K̄ =
a2

2a2
3

a4
K,

(4.74)
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wherea1, . . . , a5 are arbitrary constants witha2a3a4 , 0.
The generatorE6 yields the additional one-parameter group of equivalence

transformations given by

ū =
u

1− a6u
,

t̄ = t,

p̄ = (1− a6u)3p,

K̄ = (1− a6u)2K,

(4.75)

wherea6 is an arbitrary constant.
In Table 4.3, we present the point symmetry classification ofthe PDE (4.63),

modulo its group of equivalence transformations.

Table 4.3: Point symmetry classification for the PDE (4.63)

K (u) # admitted point symmetries
arbitrary 2 W1 =

∂
∂t , W2 = 2t ∂

∂t + p ∂
∂p

uµ 3 W1, W2, W3 = 2u ∂
∂u + (µ − 2)p ∂

∂p

eu 3 W1, W2, W4 = 2 ∂
∂u + p ∂

∂p

1
1+u2 eλarctanu 3

W1, W2,
W5 = 2(1+ u2) ∂

∂u − p(6u− λ) ∂
∂p

u−2 4 W1, W2, W3 (µ = −2), W6 = u2 ∂
∂u − 3pu ∂

∂p

Similar to the situation in Proposition 3.3.5, whenK(u) = 1
1+u2 eλ arctanu, the

point symmetryW5 of the PDE (4.63) yields a nonlocal symmetry of the cor-
responding intermediate system (4.61), which is locally related to the nonlinear
diffusion equation (4.59). HenceW5 yields a nonlocal symmetry of the nonlin-
ear diffusion equation (4.59) withK(u) = 1

1+u2 eλarctanu. By similar reasoning, the
symmetryW6 also yields a nonlocal symmetry of the nonlinear diffusion equation
(4.59) withK(u) = u−2.

Taking the equivalence transformation (4.75) into consideration, one can ob-
tain more nonlocal symmetries for the nonlinear diffusion equation (4.59) from
the corresponding PDE (4.63). In particular, the equivalence transformation (4.75)

mapsuµ into ūµ(1 + a6ū)−(µ+2), eu into (1+ a6ū)−2e
ū

1+a6ū . Moreover, the symme-
tries W3 andW4 are mapped intoW̄3 andW̄4 respectively. One can show that
whenK(u) = uµ(1 + a6u)−(µ+2), W̄3 = 2u(1 + a6u) ∂

∂u − p(6a6u − µ + 2) ∂
∂p; when

K(u) = (1 + a6u)−2e
u

1+a6u , W̄4 = 2(1+ a6u)2 ∂
∂u − p(6a2

6u + 6a6 − 1) ∂
∂p. Similar

to the situation in Proposition 3.3.5, one can show thatW̄3 andW̄4 yield nonlocal
symmetries of the corresponding nonlinear diffusion equations (4.59).
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Remark 4.4.2 Comparing Tables 3.2 and 4.3, for the nonlinear diffusion equa-
tion (4.59), one concludes that whenK(u) = 1

1+u2 eλ arctanu, the nonlocal symme-
try yielded byW5 corresponds to the nonlocal symmetry yielded byY9. When
K(u) = u−2, the nonlocal symmetry yielded byW6 corresponds to a nonlocal sym-
metry yielded byY∞.

4.4.2 Nonlocal symmetries of nonlinear wave equation

We now use the PDE (4.68) to find previously unknown nonlocal symmetries of
the nonlinear wave equation (4.64).

In [3], the point symmetry classification is given for the class of nonlinear wave
equations (4.64), which is presented in Table 4.4, modulo its group of equivalence
transformations:

x̄ = a1x+ a4,

t̄ = a2t + a5,

ū = a3u+ a6,

c̄ =
a1

a2
c,

(4.76)

wherea1, . . . , a6 are arbitrary constants witha1a2a3 , 0.

Table 4.4: Point symmetry classification for the nonlinear wave equation (4.64)

c(u) # admitted point symmetries
arbitrary 3 X1 =

∂
∂x, X2 =

∂
∂t , X3 = x ∂

∂x + t ∂
∂t

uµ (µ , 0) 4 X1, X2, X3, X4 = µx ∂
∂x + u ∂

∂u
eu 4 X1, X2, X3, X5 = x ∂

∂x +
∂
∂u

u−2 5 X1, X2, X3, X4 (µ = −2), X6 = t2 ∂
∂t + tu ∂

∂u

u−
2
3 5 X1, X2, X3, X4 (µ = −2

3), X7 = x2 ∂
∂x − 3xu ∂

∂u

The equivalence transformations for the PDE class (4.68) arise from the five
generators

E1 =
∂

∂T
, E2 =

∂

∂X
, E3 =

∂

∂U
,

E4 = T
∂

∂T
+ X

∂

∂X
+ U

∂

∂U
, E5 = −T

∂

∂T
+ X

∂

∂X
+ c

∂

∂c
.

(4.77)

Correspondingly, the five-parameter group of equivalence transformations for the
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class of PDEs (4.68) is given by

T̄ =
a4

a5
T + a1,

X̄ = a4a5X + a2,

Ū = a4U + a3,

c̄ = a5c,

(4.78)

wherea1, . . . , a5 are arbitrary constants witha4a5 , 0.
The point symmetry classification of the PDE (4.68), modulo its equivalence

transformations (4.78), is presented in Table 4.5.

Table 4.5: Point symmetry classification for the PDE (4.68)

c(T) c(u) # admitted point symmetries in (X,T,U) coordinates

arbitrary arbitrary 3
W1 =

∂
∂U , W2 =

∂
∂X ,

W3 = (X +
∫ T

c2(ξ)dξ) ∂
∂X + U ∂

∂U

Tµ uµ 4
W1, W2, W3 (c(T) = Tµ),
W4 = T ∂

∂T + (2µ + 1)X ∂
∂X + (µ + 1)U ∂

∂U

eT eu 4
W1, W2, W3 (c(T) = eT),
W5 =

∂
∂T + 2X ∂

∂X + U ∂
∂U

T−2 u−2 5
W1, W2, W3 (c(T) = T−2), W4 (µ = −2),
W6 = U2 ∂

∂U + TU ∂
∂T −

U
T3

∂
∂X

T−
2
3 u−

2
3 5

W1, W2, W3 (c(T) = T−
2
3 ), W4 (µ = −2

3),

W7 = (XT − 3T
2
3 ) ∂
∂T + (XT−

1
3 − X2

3 ) ∂
∂X

Table 4.5: Point symmetry classification for the PDE (4.68) (continued)

c(T) c(u) # (x, u) components of admitted symmetries
arbitrary arbitrary 3 W̌2 =

∂
∂x, W̌3 = (x+

∫ u
c2(ξ)dξ) ∂

∂x

Tµ uµ 4
W̌2, W̌3 (c(u) = uµ),
W̌4 = u ∂

∂u + (2µ + 1)x ∂
∂x

eT eu 4
W̌2, W̌3 (c(u) = eu),
W̌5 =

∂
∂u + 2x ∂

∂x

T−2 u−2 5
W̌1, W̌2, W̌3 (c(u) = u−2), W̌4 (µ = −2),
W̌6 = u(t + v) ∂

∂u −
t+v
u3

∂
∂x

T−
2
3 u−

2
3 5

W̌1, W̌2, W̌3 (c(u) = u−
2
3 ), W̌4 (µ = −2

3),

W̌7 = (xu− 3u
2
3 ) ∂
∂u + (xu−

1
3 − x2

3 ) ∂
∂x
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Remark 4.4.3 In order to determine whether a symmetryW of the PDE (4.68)
yields a nonlocal symmetry of the nonlinear wave equation (4.64), it requires us
to trace back to the nonlinear wave equation (4.64) using thePDE system (4.67).
Because one excludes the dependent variableV from the potential system (4.67),
one needs to investigate how the variableV changes under the action induced byW.
Sinceρ−1

∗ ( ∂
∂V ) = ∂

∂v −
∂
∂t , whereρ−1 is the inverse of the transformation (4.66), the

infinitesimal components for the variablesx andu remain invariant when tracing
back. This is why we only present the (x, u) components of admitted symmetries
in Table 4.5 (continued).

Proposition 4.4.4 The symmetriesW6 andW7 yield nonlocal symmetries of the
PDE system (4.65).

Proof. If the symmetryW6 yields a local symmetryW̃6 of the potential system
(4.65) withc(u) = u−2, then, in evolutionary form,̃W6 =

(
U2 − TUUT +

U
T3 UX

)
∂
∂U

+F[U,V] ∂
∂V , where the differential functionF[U,V] must depend onX, T, U, V

and the partial derivatives ofU andV with respect toX andT. By applyingW̃6

to the corresponding PDE system (4.67) which is invertibly related to the potential
system (4.65), one can show thatF[U,V] must be of the formF(X,T,U,V,UX,UT).
Applying W̃(∞)

6 to the corresponding PDE system (4.67) and making appropriate
substitutions, one can prove that the resulting determining equation system is in-
consistent. HenceW6 yields a nonlocal symmetry of the potential system (4.65)
with c(u) = u−2.

By similar reasoning, it turns out thatW7 also yields a nonlocal symmetry of
the potential system (4.65) withc(u) = u−

2
3 . �

Whenc(u) is arbitrary, in (x, t, u, v) coordinates,W3 = (x+
∫ u

c2(ξ)dξ) ∂
∂x + (t+

v) ∂
∂t . One can show thatW3 is a point symmetry of the potential system (4.65),

whose infinitesimal component for the variablet has an essential dependence on
v. By projection,W3 yields a nonlocal symmetry of the nonlinear wave equation
(4.64).

Whenc(u) = u−2, the infinitesimal components for the variables (x, u) of the
symmetryW6 depend on the variablev. By Remark 4.4.3,W6 yields a nonlocal
symmetry of the nonlinear wave equation (4.64).

Whenc(u) = u−
2
3 , if the symmetryW7 yielded a local symmetrỹW7 of the

nonlinear wave equation (4.64), theñW7 = W̌7 + f [u] ∂
∂t , where the functionf [u]

depends onx, t, u and its derivatives. Sinceρ−1
∗ ( ∂

∂V ) = ∂
∂v−

∂
∂t , when tracing back to

the PDE system (4.65), the infinitesimal component for the variablev must be equal
to − f [u]. ThusW7 would also yield a local symmetry of the PDE system (4.65),
which is a contradiction sinceW7 yields a nonlocal symmetry of the PDE system
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(4.65). Hence,W7 yields a nonlocal symmetry of the nonlinear wave equation
(4.64).

Remark 4.4.5 One can show that the symmetriesW4 andW5 yield point sym-
metriesW̃4 = W4 + (µ + 1)V ∂

∂V andW̃5 = W5 + V ∂
∂V of the PDE system (4.67)

respectively since in terms of (x, t, u, v) coordinates,W̃4 = u ∂
∂u + (2µ+1)x ∂

∂x + (µ+
1)t ∂

∂t + (µ + 1)v ∂
∂v = (2µ + 1)Y4 − Y5 andW̃5 =

∂
∂u + 2x ∂

∂x + t ∂
∂t + v ∂

∂v = Y4 + Y7.
Hence, by projection,W4 andW5 yield point symmetries of the nonlinear wave
equation (4.64).

Remark 4.4.6 Comparing the symmetries listed in [24], one sees that the symme-
triesW6 andW7 yield previously unknown nonlocal symmetries of the nonlinear
wave equation (4.64).

4.5 Summary

In this chapter, we introduced a new systematic symmetry-based method for con-
structing nonlocally related PDE systems (inverse potential systems) of a given
PDE system. The starting point for this method isanypoint symmetry of the given
PDE system. In the case of three or more independent variables, the symmetry-
based method directly yields determined nonlocally related systems for a given
PDE system, unlike the situation in the CL-based method where one must append
gauge constraints.

The symmetry-based method was shown to yield previously unknown nonlo-
cally related systems for nonlinear reaction-diffusion, nonlinear diffusion and non-
linear wave equations. In addition, it was shown that nonlocally related symmetry-
based systems could yield nonlocal symmetries of a given PDEsystem. Moreover,
some previously unknown nonlocal symmetries were obtainedfor the nonlinear
wave equation.
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Chapter 5

New Exact Nonclassical Solutions
of the NLK Equation

5.1 Introduction

An exact solution is of great interest for researchers, since it plays an essential
role in the analysis of a PDE system. A significant application of symmetries of a
given PDE system is the finding of exact solutions of the PDE system. The method
of using a local symmetry to construct exact solutions of a PDE system is called
Lie’s classical method[21, 25, 29, 39, 53, 75, 80]. Moreover, reduction through
a point symmetry could lead to the solution of a boundary value problem for a
given PDE system [16, 21]. In [15, 27], Lie’s classical method was generalized to
the nonclassical method, in which one searches for “nonclassical symmetries” of a
given PDE system. In particular, “nonclassical symmetries” are local symmetries
of an augmented PDE system consisting of the given PDE system, the invariant
surface condition and their differential consequences. It follows that “nonclassical
symmetries” leave only submanifolds of solutions invariant. Consequently, the
nonclassical method turns out to be useful for finding further specific solutions in
addition to those obtained by Lie’s classical method.

In this chapter, we first present the basic ideas of both Lie’sclassical method
and the nonclassical method. Then we apply the nonclassicalmethod to obtain
previously unknown exact solutions of the dimensional NLK equation [60] given
by

ut = x−2
(
x4

(
αux + βu+ γu2

))
x
, (5.1)

whereα > 0, β ≥ 0 andγ > 0 are arbitrary constants.
The NLK equation (5.1), also known as the photon diffusion equation, was

first presented by Kompaneets [60], and in dimensionless form, after appropriate
scalings ofx, t andu, can be written as

ut = x−2
(
x4

(
ux + u+ u2

))
x
, (5.2)

and
ut = x−2

(
x4

(
ux + u2

))
x
, (5.3)
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5.2. Lie’s classical method

whenβ , 0 and the case with dominating induced scatteringβ = 0 (u2 ≫ u),
respectively. By construction, the solutions obtained by the nonclassical method of
course include the solutions obtained by Ibragimov [55] through classical symme-
try reductions. Correspondingly, these new solutions yield five families of solutions
with initial conditions of physical interest. It is shown that three of these families
of solutions exhibit quiescent behaviour, i.e., lim

t→∞
u(x, t) = 0, and that the other

two families of solutions exhibit blow up behaviour, i.e., lim
t→t∗

u(x, t∗) = ∞ for some

finite t∗ depending on a constant in their initial conditions. Moreover, we consider
nontrivial stationary solutions of (5.3). We exhibit four families of stationary so-
lutions not presented explicitly in [50] for the NLK equations (5.2) and (5.3). We
show that two of these families of stationary solutions are unstable.

5.2 Lie’s classical method

5.2.1 The invariant form method

In this section, we present the invariant form method for constructing invariant
solutions of a given PDE system [21, 25, 29, 39, 53, 75]. Consider a PDE system
R{x; u} of order l with n independent variablesx = (x1, . . . , xn) andm dependent
variablesu = (u1, . . . , um), given by

Rσ[u] = Rσ(x, u, ∂u, . . . , ∂lu) = 0, σ = 1, . . . , s. (5.4)

Suppose the PDE systemR{x; u} (5.4) has a point symmetry with the infinitesimal
generator

X =
n∑

i=1

ξi(x, u)
∂

∂xi
+

m∑

j=1

η j(x, u)
∂

∂u j
. (5.5)

Definition 5.2.1 A solution u = f (x), with uµ = f µ(x), µ = 1, . . . , m, of the
PDE systemR{x; u} (5.4) is aninvariant solutionarising from the point symmetry
(5.5) if uµ = f µ(x) is an invariant surface of the point symmetry (5.5) for each
µ = 1, . . . ,m.

From Definition 5.2.1, a functionu = f (x) is an invariant solution of the PDE
systemR{x; u} (5.4) arising from the point symmetry (5.5) if and only ifu = f (x)
satisfies the following two conditions:

X(uµ − f µ(x))
∣∣∣
u= f (x) = 0, µ = 1, . . . ,m. (5.6)

Rσ(x, u, ∂u, . . . , ∂lu)
∣∣∣
u= f (x) = 0, σ = 1, . . . , s. (5.7)
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5.2. Lie’s classical method

In order to obtain the invariants of the point symmetry (5.5)of the PDE system
R{x; u} (5.4), one can employ the characteristic method stated in Chapter 2, i.e.,
solve the following characteristic equations:

dx1

ξ1(x, u)
= · · · = dxn

ξn(x, u)
=

du1

η1(x, u)
= · · · = dum

ηm(x, u)
. (5.8)

Suppose one obtainsn+m− 1 corresponding functionally independent invariants
given by

ω1(x, u), . . . , ωn−1(x, u), ζ1(x, u), . . . , ζm(x, u), (5.9)

with
∂(ω1, . . . , ωn−1)
∂(xi1, . . . , xin−1)

, 0,
∂(ζ1, . . . , ζm)

∂(u1, . . . , um)
, 0. (5.10)

By introducing the new independent variablesy = (y1, . . . , yn) and dependent vari-
ablesv = (v1, . . . , vm):

yi = ωi(x, u), i = 1, . . . , n− 1,

yn = ωn(x, u),

vµ = ζµ(x, u), µ = 1, . . . ,m,

(5.11)

with
Xωn(x, u) = 1,

one obtains the canonical coordinates corresponding to thepoint symmetry (5.5).
The point transformation corresponding to the canonical coordinates (5.14) maps
the point symmetry (5.5) into the canonical form

X̃ =
∂

∂yn . (5.12)

Suppose the PDE systemR{x; u} (5.4) becomes the transformed PDE systemS{y; v}
in the canonical coordinates (5.14). Since the transformedPDE systemS{y; v}
has the translation point symmetry with the infinitesimal generatorX̃, it follows
that the transformed PDE systemS{y; v} does not depend explicitly on the new
independent variableyn. Consequently, the transformed PDE systemS{y; v} has
particular solutions of the form

vµ = hµ(y1, . . . , yn−1), µ = 1, . . . ,m. (5.13)

By the assumption (5.10), one can solvexi1, . . . , xin−1 and u1, . . . , um from
(5.14) in terms ofy = (y1, . . . , yn−1), v = (v1, . . . , vm) and the remaining variable
xin, i.e.,

xik = αik(xin, y, v), k = 1, . . . , n− 1,

uµ = βµ(x, v) = β̃µ(xin, y, v), µ = 1, . . . ,m.
(5.14)
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5.2. Lie’s classical method

Therefore, for each solutionv = h(y), whereh(y) = (h1(y), . . . , hm(y)), of the trans-
formed PDE systemS{y; v}, there is a corresponding implicit solution

uµ = β̃µ(xin , ω(x, u), h(ω(x, u))), µ = 1, . . . ,m, (5.15)

of the given PDE systemR{x; u} (5.4), whereω(x, u) = (ωi1(x, u), . . . , ωin−1(x, u)).
Moreover, one can show that the solution (5.15) is invariantunder the point sym-
metry (5.5). In particular, if the point symmetry is of the form

X =
n∑

i=1

ξi(x)
∂

∂xi
+

m∑

j=1

η j(x, u)
∂

∂u j
, (5.16)

then one can choosey = ω(x). It follows that the solution (5.15) becomes

uµ = β̃µ(xin, ω(x), h(ω(x))), µ = 1, . . . ,m, (5.17)

which defines an explicit invariant solution of the given PDEsystemR{x; u} (5.4).
From the above discussion, one concludes that the invariantsolutions of a given
PDE system can be found by solving a reduced DE system involving fewer inde-
pendent variables.

Example 5.2.2 Consider the heat equation

ut = uxx, (5.18)

which has the point symmetry

X = 2t
∂

∂x
− xu

∂

∂u
. (5.19)

The invariants ofX are given by

ω = t, ζ = ue
x2
4t , (5.20)

for t > 0. By introducing the canonical coordinates correspondingto X:

y1 = t,

y2 =
x
2t
,

v = ue
x2
4t ,

(5.21)

one obtains the invertibly related PDE of (5.18) given by

4y2
1vy1 + 2y1v− vy2y2 = 0. (5.22)
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5.2. Lie’s classical method

In order to obtain the invariant solution corresponding toX, one seeks solutions of
PDE (5.22) of the formv = h(y1). Consequently, the PDE (5.22) reduces to the
ODE

2y2
1hy1 + y1h = 0. (5.23)

The solution of the reduced ODE (5.23) is given by

h(y1) =
c
√

y1
, (5.24)

wherec is an arbitrary constant. Hence the invariant solution corresponding toX
is given by

u = h(y1)e−
x2
4t =

c
√

t
e−

x2
4t . (5.25)

One can replace the point symmetry (5.5) by any local symmetry with the in-
finitesimal generator

X̂ =
m∑

j=1

Q j[u]
∂

∂u j
(5.26)

to obtain invariant solutions arising from a local symmetry(5.26). One can refer to
[29] for more details of the extension of Lie’s classical method for finding invariant
solutions to local symmetries.

The invariant form method can be applied to a boundary value problem for a
PDE system provided the symmetry of the given PDE system alsoleaves invariant
the boundary and the boundary conditions [16, 21, 29]. Moreover, this method
can also be applied to the nonlocally related PDE systems of agiven PDE system,
which possibly yields further exact solutions of the given PDE system [41].

5.2.2 The direct substitution method

If one is unable to solve the characteristic equations (5.8), one can employ the direct
substitution method to resolve such a dilemma [25]. Withoutloss of generality, one
can assume thatξn(x, u) , 0. From the condition (5.6), it follows that

ηµ(x, u) −
n∑

i=1

ξi(x, u)
∂uµ

∂xi
= 0, µ = 1, . . . ,m. (5.27)

Solving for ∂uµ
∂xn from the system of equations (5.27), one obtains

∂uµ

∂xn =
ηµ(x, u)
ξn(x, u)

−
n−1∑

i=1

ξi(x, u)
ξn(x, u)

∂uµ

∂xi
= 0, µ = 1, . . . ,m. (5.28)
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5.3. The nonclassical method

Thus the terms involving derivatives ofu with respect toxn appearing in the PDE
systemR{x; u} (5.4) can be expressed in terms ofx, u and derivatives ofu with
respect to ˆx = (x1, . . . , xn−1). Then one obtains a reduced DE system involving
n− 1 independent variables ˆx, mdependent variablesu, and the parameter variable
xn. A solutionu = f (x̂; xn) of the reduced DE system yields an invariant solution
of the PDE systemR{x; u} (5.4) provided the equations (5.28) are satisfied.

5.3 The nonclassical method

In the nonclassical method, for a given PDE system one seeks symmetries that
leave only a submanifold of the solution manifold invariant. Such a “nonclassical
symmetry” maps solution surfaces not in the submanifold to surfaces that are not
solutions of the PDE system.

Consider a PDE systemR{x; u} (5.4). In the nonclassical method, instead of
seeking local symmetries of the PDE systemR{x; u} (5.4), one seeks local symme-
tries that leave invariant a submanifold of the solution manifold of the PDE system
R{x; u} (5.4). In particular, one seeks functionsξi(x, u), η j(x, u), i = 1, . . . , n, j = 1,
. . . , m, so that

X =
n∑

i=1

ξi(x, u)
∂

∂xi
+

m∑

j=1

η j(x, u)
∂

∂u j
(5.29)

is a “symmetry” (“nonclassical symmetry”) of the submanifold, which is the aug-
mented PDE systemA{x; u} consisting of the given PDE systemR{x; u} (5.4), the
invariant surface condition equations

I ν(x, u, ∂u) ≡ ην(x, u) −
n∑

i=1

ξi(x, u)
∂uν

∂xi
= 0, ν = 1, . . . ,m, (5.30)

and their differential consequences. Consequently, one obtains an overdetermined
set of nonlinear determining equations for the unknown functionsξi(x, u), η j(x, u),
i = 1, . . . , n, j = 1,. . . , m.

For any given “nonclassical symmetry”, one can employ either the invariant
form or the direct substitution method to find the invariant solution corresponding
to such a “nonclassical symmetry”.

Definition 5.3.1 A solution u = f (x) of a given PDE systemR{x; u} (5.4) is a
nonclassical solutionif u = f (x) arises from a “nonclassical symmetry” ofR{x; u}
(5.4), and does not arise as an invariant solution of the given PDE systemR{x; u}
(5.4) with respect to its local symmetries.
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5.4. Nonclassical analysis of the NLK equation

Indeed, for any functionsξi(x, u), η j(x, u), i = 1, . . . , n, j = 1, . . . ,m, the fol-
lowing expressions

X(1)I ν(x, u, ∂u) =
m∑

j=1

(
∂ην

∂u j
−

n∑

i=1

∂ξi

∂u j

∂uν

∂xi
) · I j , ν = 1, . . . ,m, (5.31)

whereX(1) is the first order prolongation ofX, vanish onI ν(x, u, ∂u) = 0, ν =
1, . . . ,m. Therefore, the nonclassical method includes Lie’s classical method.

In the nonclassical method, invariance of a given PDE systemR{x; u} (5.4) is
replaced by invariance of the augmented PDE systemA{x; u}. Consequently, it is
possible to find symmetries leaving invariant the augmentedPDE systemA{x; u}
which are not symmetries of a given PDE systemR{x; u} (5.4). In turn, this can
lead to further exact solutions of a given PDE systemR{x; u} (5.4).

When a given PDE is a scalar PDE with two independent variables, one needs
only to consider two essential cases when solving the determining equations for
(ξ(x, t, u), τ(x, t, u), η(x, t, u)). Let x1 = x, x2 = t, ξ1 = ξ(x, t, u), ξ2 = τ(x, t, u).
If the infinitesimal generatorX = ξ(x, t, u) ∂

∂x + τ(x, t, u) ∂
∂t + η(x, t, u) ∂

∂u generates
a “nonclassical symmetry” of the PDE systemR{x; u} (5.4), then so doesY =
p(x, t, u)X, wherep(x, t, u) is any smooth function. It follows that ifτ , 0, one can
setτ ≡ 1, so that only two cases need to be considered:τ ≡ 1 andτ ≡ 0, ξ ≡ 1.

In [45], Clarkson and Kruskal introduced a method (the direct method) to ob-
tain exact solutions of a scalar PDE with two independent variables. In the direct
method, one aims to find exact solutions of the form

u(x, t) = θ(x, t,w(z)) with z= z(x, t), (5.32)

whereθ andz are functions of the indicated variables. By substituting (5.32) into
the given PDE, one obtains an ODE. After solving the resulting ODE, one can
obtain exact solutions for the given PDE. In [74], it was shown that the nonclas-
sical method is more general than the direct method. Furtherdiscussions of the
nonclassical method can be found in [46, 47, 51, 65, 77, 78].

Other discussions and extensions of obtaining exact solutions of a given PDE
system appear in [22, 41, 83, 89]

5.4 Nonclassical analysis of the NLK equation

In this section, we use the nonclassical method to obtain newexact solutions of the
NLK equation [36].
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5.4. Nonclassical analysis of the NLK equation

5.4.1 Invariant solutions of the NLK equation

As stated in Ibragimov [55], the NLK equation (5.1) describes an interaction of
free electrons and electromagnetic radiation, specifically, the interaction of a low-
energy homogeneous photon gas with a rarefied electron gas through Compton
scattering. In equation (5.1),u is the density of the photon gas (photon number
density),t is a dimensionless time andx = hν

kT , whereh is Planck’s constantand
ν is the photon frequency. Thenhν denotes thephoton energy. T is the elec-
tron temperatureandk is Boltzmann’s constant. The termsu andu2 in equation
(5.1) correspond tospontaneous scattering(Compton effect) andinduced scatter-
ing, respectively [71, 95]. The Kompaneets model has been investigated in many
publications, and some numerical and analytical solutionshave been obtained for
the NLK equation (5.1) [13, 50, 55, 71, 72, 86, 88, 95, 96].

By applying Lie’s classical method to the NLK equation (5.3), one is able to
obtain its corresponding invariant solutions. In [55], it was shown that the NLK
equation (5.3) has two point symmetries

X1 =
∂

∂t
, X2 = x

∂

∂x
− u

∂

∂u
.

Using these two point symmetries, Ibragimov obtained two sets of invariant solu-
tions given by

u(x, t) =
1

x(1− a1e2t)
, (5.33)

wherea1 is an arbitrary constant, and

u(x, t) =
φ(z)

x
with z= xea2t, (5.34)

wherea2 is an arbitrary constant andφ(z) satisfies the ODE

zφ′′ + (2φ + 2− a2)φ′ +
2
z
(φ2 − φ) = 0.

5.4.2 Nonclassical symmetries of the NLK equation

The nonclassical method is now applied to the NLK equations (5.2) and (5.3) re-
spectively. Here the invariant surface condition equationbecomes

ξ(x, t, u)ux + τ(x, t, u)ut = η(x, t, u). (5.35)

(I) Nonclassical symmetries of the NLK equation(5.2)

(I-a) The case whenτ ≡ 1
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5.4. Nonclassical analysis of the NLK equation

The nonclassical method applied to (5.2) yields the following determining equation
system for the infinitesimals (ξ(x, t, u), η(x, t, u)).

2ξxη − 8xuη − 2ξη
x
− 4xη + 4u2ξ + 4uξ + ηt − x2ηxx − 4xηx + 4xu2ηu

− 2x2uηx − x2ηx − 8xu2ξx + 4xuηu − 8xuξx = 0,

4ξ − 2x2η +
2ξ2

x
− ξt − 2x2uξx − 2x2ηxu + 2ξuη − 12xu2ξu − 12xuξu

− 4xξx + x2ξxx − x2ξx − 2ξξx = 0,

2x2ξxu− 2x2ξu − 4x2uξu − 8xξu − x2ηuu− 2ξuξ = 0,

x2ξuu = 0.

(5.36)

The solution of the determining equation system (5.36) is given by

ξ(x, t, u) = 0,

η(x, t, u) = 0.
(5.37)

Hence the corresponding “nonclassical symmetry” is

Y1 =
∂

∂t
,

which directly results from the point symmetryX1.

(I-b) The case whenτ ≡ 0 and ξ ≡ 1

In this case, the determining equation forη(x, t, u) is given by

4xuηu − x2η2ηuu− 2x2ηηxu− 4u− 4u2 − 4η + ηt − x2ηxx − 6xηx − 6xη

− 2x2η2 − x2ηx + 4xu2ηu − 2x2uηx − 12xuη − 2xηηu = 0.
(5.38)

One is unable to find the general solution of (5.38). Hence onemust consider
ansätze to obtain particular solutions of (5.38). If one considers an ansatz of the
form η = f (x, t) + g(x, t)u+ h(x, t)u2, one obtains

η(x, t, u) =
b1

x4
− u− u2, (5.39)

whereb1 is an arbitrary constant. The corresponding “nonclassicalsymmetry” is

Y2 =
∂

∂x
+ (

b1

x4
− u− u2)

∂

∂u
.
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5.4. Nonclassical analysis of the NLK equation

(II) Nonclassical symmetries of the NLK equation(5.3)

(II-a) The case whenτ ≡ 1

The nonclassical method applied to (5.3) yields the following determining equation
system for the infinitesimals (ξ(x, t, u), η(x, t, u)).

4u2ξ − 8xu2ξx −
2ξη
x
− 2x2uηx − 8xuη − x2ηxx + ηt

+ 4xu2ηu + 2ξxη − 4xηx = 0,

x2ξxx − 12xu2ξu − 2x2uξx − 2ξxξ − ξt − 2x2η + 4ξ

+
2ξ2

x
+ 2ξuη − 2x2ηxu − 4xξx = 0,

2x2ξxu− 4x2uξu − 8xξu − 2ξξu − x2ηuu = 0,

x2ξuu = 0.

(5.40)

The solutions of the determining equation system (5.40) aregiven by

ξ(x, t, u) = b2x,

η(x, t, u) = −b2u,
(5.41)

whereb2 is an arbitrary constant, and

ξ(x, t, u) = −2x2u,

η(x, t, u) = 4xu2 − 2u.
(5.42)

The solution (5.41) yields the “nonclassical symmetry”

Y3 = b2x
∂

∂x
+
∂

∂t
− b2u

∂

∂u
,

which directly results from the point symmetryX1 + b2X2. The solution (5.42)
yields the “nonclassical symmetry”

Y4 = −2x2u
∂

∂x
+
∂

∂t
+ (4xu2 − 2u)

∂

∂u
,

which does not result from any point symmetry of (5.3).

(II-b) The case whenτ ≡ 0 and ξ ≡ 1

In this case, the determining equation forη(x, t, u) is given by

− 4η − 4u2 − 6xηx − 2xηηu − 12xuη − 2x2η2 − 2x2uηx + ηt

+ 4xu2ηu − x2ηxx − 2x2ηηxu − x2η2ηuu = 0.
(5.43)
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If one considers an ansatz of the formη = f (x, t) + g(x, t)u + h(x, t)u2, the deter-
mining equation (5.43) has solutions

η(x, t, u) =
b4e−2t

x2(b3 + b4e−2t − x)
+

(x− 2b3 − 2b4e−2t)u

x(b3 + b4e−2t − x)
, (5.44)

η(x, t, u) =
1

x2(1+ b5e2t)
− 2u

x
, (5.45)

η(x, t, u) =
b6

x4
− u2, (5.46)

whereb3, b4, b5 andb6 are arbitrary constants.
Hence, the corresponding “nonclassical symmetries” are given by

Y5 =
∂

∂x
+

[
b4e−2t

x2(b3 + b4e−2t − x)
+

(x− 2b3 − 2b4e−2t)u

x(b3 + b4e−2t − x)

]
∂

∂u
,

Y6 =
∂

∂x
+

[
1

x2(1+ b5e2t)
− 2u

x

]
∂

∂u
,

and

Y7 =
∂

∂x
+ (

b6

x4
− u2)

∂

∂u
.

5.4.3 New exact solutions of the NLK equation

It is obvious that the invariant solutions arising fromY1 andY3 are those obtained
by Ibragimov [55], given by solutions (5.33) and (5.34). Moreover, the invariant
solution corresponding toY2 is the stationary solution obtained by Dubinov [50]
for the NLK equation (5.2).

Consider the “nonclassical symmetry”Y4 of the NLK equation (5.3). Using
the direct substitution method, one seeks solutions of the PDE system

{
ut = 4x(ux + u2) + x2(uxx + 2uux), (5.47)

ut = 2x2uux + (4xu2 − 2u). (5.48)

After equating the right hand sides of (5.47) and (5.48), oneobtains

4xux + x2uxx + 2u = 0. (5.49)

The solution of (5.49) is given by

u(x, t) =
A(t) + B(t)x

x2
, (5.50)
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whereA(t) and B(t) are arbitrary functions. Substituting (5.50) into (5.47), one
obtains an ordinary differential equation (ODE) system forA(t) andB(t):

{
A′(t) + 2A(t) − 2A(t)B(t) = 0, (5.51)

B′(t) + 2B(t) − 2B(t)2 = 0. (5.52)

From (5.52), one obtainsB(t) ≡ 0 or B(t) = 1
1+c1e2t , wherec1 is an arbitrary con-

stant. In particular, there are three families of solutionswhenB(t) . 0. In terms of
an arbitrary constantt0, −∞ < t0 < ∞, these solutions are given by

B(t) =
1
2

[1 − tanh(t + t0)] , where 0< B(t) < 1;

B(t) =
1
2

[1 − coth(t + t0)] , where


B(t) < 0, if t > −t0,

B(t) > 1, if t < −t0;

B(t) ≡ 1.

If B(t) . 0, one hasA(t) = −cB(t), wherec is an arbitrary constant. IfB(t) ≡ 0,
one hasA(t) = c2e−2t, wherec2 is an arbitrary constant. Therefore, there are four
families of solutions of (5.3).

F1 : u(x, t) =
x− c

2x2
[1 − tanh(t + t0)] ; (5.53)

F2 : u(x, t) =
x− c

2x2
[1 − coth(t + t0)] ; (5.54)

F3 : u(x, t) =
x− c

x2
; (5.55)

F4 : u(x, t) =
c2

x2e2t
. (5.56)

The first two families of solutionsF1 andF2 are new and cannot be obtained
through classical symmetry reductions.

The corresponding initial conditionsu(x, 0) = U(x) are given by the following.

(I) The family F1:

(I-a) U(x) =b(x−c)
x2 with 0 < b < 1, c ≤ 0, on the domain 0< x < ∞. Such aU(x)

is illustrated in Figure 5.1 (a). The corresponding solutions of (5.3) are given by

u(x, t) =
x− c

2x2
[1 − tanh(t + t0)] (5.57)
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5.4. Nonclassical analysis of the NLK equation

with constantst0 = 1
2 ln

(
1
b − 1

)
, 0 < b < 1 andc ≤ 0, valid for x > 0, t > 0. For

each value ofx, the solutionu(x, t) is monotonically decreasing as a function of
t. Moreover lim

t→∞
u(x, t) = 0 for any x > 0. The evolution of a solutionu(x, t) is

illustrated in Figure 5.1 (b).

(a) (b)

Figure 5.1: (a)U(x) =b(x−c)
x2 , 0 < b < 1, c ≤ 0, x > 0. In (b), u(x, t) is given by

(5.57) forx > 0, t > 0, with the arrow pointing in the direction of increasingt.

(I-b) U(x) =b(x−c)
x2 with 0 < b < 1, c > 0, on the domainx ≥ c. Such aU(x) is

illustrated in Figure 5.2 (a). The corresponding solutionsof (5.3) are given by

u(x, t) =
x− c

2x2
[1 − tanh(t + t0)] (5.58)

with constantst0 = 1
2 ln

(
1
b − 1

)
, 0 < b < 1 andc > 0, valid for x ≥ c, t > 0. For

each value ofx, the solutionu(x, t) is monotonically decreasing as a function of
t. Moreover lim

t→∞
u(x, t) = 0 for any x ≥ c. The evolution of a solutionu(x, t) is

illustrated in Figure 5.2 (b).

(II) The family F2 :

(II-a) U(x) =b(x−c)
x2 with b < 0, c > 0, on the domain 0< x ≤ c. Such aU(x) is

illustrated in Figure 5.3 (a). The corresponding solutionsof (5.3) are given by

u(x, t) =
x− c

2x2
[1 − coth(t + t0)] (5.59)
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(a) (b)

Figure 5.2: (a)U(x) =b(x−c)
x2 , 0 < b < 1, c > 0, x ≥ c. In (b), u(x, t) is given by

(5.58) forx ≥ c, t > 0, with the arrow pointing in the direction of increasingt.

with constantst0 = 1
2 ln

(
1− 1

b

)
, b < 0 andc > 0, valid for 0< x ≤ c, t > 0. For

each value ofx, the solutionu(x, t) is monotonically decreasing as a function of
t. Moreover lim

t→∞
u(x, t) = 0 for 0 < x ≤ c. The evolution of a solutionu(x, t) is

illustrated in Figure 5.3 (b).

(II-b) U(x) =b(x−c)
x2 with b > 1, c > 0, on the domainx ≥ c. Such aU(x) is

illustrated in Figure 5.4 (a). The corresponding solutionsof (5.3) are given by

u(x, t) =
x− c

2x2
[1 − coth(t + t0)] (5.60)

with constantst0 = 1
2 ln

(
1− 1

b

)
, b > 1 andc > 0, valid for x ≥ c, 0 < t < −t0. For

each value ofx, the solutionu(x, t) is monotonically increasing as a function oft.
Moreover lim

t→−t0
u(x, t) = ∞ for each value ofx ≥ c. The evolution of a solution

u(x, t) is illustrated in Figure 5.4 (b).

(II-c) U(x) =b(x−c)
x2 with b > 1, c ≤ 0, on the domainx > 0. Such aU(x) is

illustrated in Figure 5.5 (a). The corresponding solutionsof (5.3) are given by

u(x, t) =
x− c

2x2
[1 − coth(t + t0)] (5.61)

with constantst0 = 1
2 ln

(
1− 1

b

)
, b > 1 andc ≤ 0, valid for x > 0, 0 < t < −t0. For

each value ofx, the solutionu(x, t) is monotonically increasing as a function oft.
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Moreover lim
t→−t0

u(x, t) = ∞ for each value ofx > 0. The evolution of a solution

u(x, t) is illustrated in Figure 5.5 (b).

(a) (b)

Figure 5.3: (a)U(x) =b(x−c)
x2 , b < 0, c > 0, 0 < x ≤ c. In (b), u(x, t) is given by

(5.59) for 0< x ≤ c, t > 0, with the arrow pointing in the direction of increasingt.

(a) (b)

Figure 5.4: (a)U(x) =b(x−c)
x2 , b > 1, c > 0, x ≥ c. In (b), u(x, t) is given by (5.60)

for 0 < x ≤ c, 0 < t < −t0, with the arrow pointing in the direction of increasingt.
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(a) (b)

Figure 5.5: (a)U(x) =b(x−c)
x2 , b > 1, c ≤ 0, x > 0. In (b),u(x, t) is given by (5.61)

for 0 < x ≤ c, 0 < t < −t0, with the arrow pointing in the direction of increasingt.

5.4.4 Stationary solutions

Stationary solutions of the NLK equation (5.1) were found in[50] in terms of
the doubly degenerate Heun’s function (HeunD) and its derivative (HeunD’). A
stationary solutionu(x, t) ≡ V(x) of the NLK equation (5.3) satisfies the ODE

V′(x) + V2 =
c3

x4
(5.62)

for some constantc3 which represent the photon flux in the frequency domain. One
can show that a nontrivial stationary solution

V(x) =
b(x− c)

x2
(5.63)

satisfies equation (5.62) for some constantQ if and only if b = 1 andc is an
arbitrary constant. Consequently,c3 = c2. Interestingly, the explicit family of
solutionsV(x) = x−c

x2 is not exhibited in [50]. Forc > 0, V(x) is exhibited in Figure
5.6 (a); forc ≤ 0, V(x) is exhibited in Figure 5.6 (b).

From the solutions obtained in the last subsection, one seesthat all of these
nontrivial stationary solutions are unstable since a slight change in the initial con-
dition will lead to a solution blowing up in finite time or decaying to the trivial
stationary solutionu(x, t) ≡ 0 ast → ∞.
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(a) (b)

Figure 5.6: The stationary solutionV(x) = x−c
x2 , in (a)c > 0, in (b)c ≤ 0.

Moreover, if one applies the “nonclassical symmetry”Y7 to the NLK equation
(5.3), one obtains two more families of explicit stationarysolutions,F5 andF6.

The family of stationary solutionsF5, in terms of an arbitrary positive constant
a, is given by

F5 : V(x) =
x+ a tan

(
a
x

)

x2
, (5.64)

valid on the domains:

(1) x > 2a
π

, illustrated in Figure 5.7 (a);

(2) 2a
(2k+1)π < x ≤ xk, wherexk ∈

(
2a

(2k+1)π ,
2a

(2k−1)π

)
satisfiesxk + a tan

(
a
xk

)
= 0,

k = 1, 2, . . . , illustrated in Figure 5.7 (b).

The family of stationary solutionsF6, in terms of an arbitrary positive constant
a, is given by

F6 : V(x) =
x− a tanh

(
a
x

)

x2
, (5.65)

valid on the domainx ≥ δ, whereδ is the unique positive solution of the equation
δ − a tanh

(
a
δ

)
= 0. The maximum value ofV(x) occurs atx = σ = 2a

1+LambertW(e−1) ,
in terms of the Lambert W function. Such a solution is illustrated in Figure 5.8.
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5.5. Summary

(a) (b)

Figure 5.7: The stationary solutionV(x) =
x+a tan( a

x)
x2 , in (a) x > 2a

π
, in (b) 2a

(2k+1)π <

x ≤ xk.

Figure 5.8: The stationary solution
x−a tanh( a

x)
x2 , x ≥ δ.

5.5 Summary

In this chapter, we presented Lie’s classical method and thenonclassical method for
the construction of exact solutions of a PDE system. Then we used the nonclassical
method to obtain some previously unknown solutions of the NLK equation (5.3)
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5.5. Summary

[36]. These solutions do not arise as invariant solutions ofthe NLK equation (5.3)
with respect to its point symmetries. Moreover, the newly obtained exact solutions
are explicit solutions of (5.3) expressed in terms of elementary functions. It was
further observed that these solutions explicit both quiescent and blow up behaviour
depending on their initial conditions. It was also shown that related stationary
solutions are unstable.
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Chapter 6

Concluding Chapter

6.1 Conclusions

In this thesis, we presented the basic ideas of symmetries, CLs and their appli-
cations. In particular, we focused on nonlocally related PDE systems and their
applications, and the application of the nonclassical method. The following new
results were obtained.

(1) In Theorem 3.2.7, for two potential systemsS1{x, t; u, v} andS2{x, t; u,w},
arising from two nontrivial and linearly independent localCLs of a given
PDE systemR{x, t; u}, we showed that ifS1{x, t; u, v} andS2{x, t; u,w} are
in Cauchy-Kovalevskaya form, then the potential variablev is a nonlocal
variable ofS2{x, t; u,w} and the potential variablew is a nonlocal variable of
S1{x, t; u, v}.

(2) In Section 3.5, we investigated the relationship between local symmetries
of a given PDE system and those of its potential systems. In particular, in
Theorem 3.5.1, we proved that any local symmetry of a given PDE system
having preciselyn local CLs is a projection of some local symmetry of its
n-plet potential system.

(3) In Chapter 4, we introduced a new systematic symmetry-based method to
construct nonlocally related PDE systems (inverse potential systems) for
a given PDE system. The symmetry-based method is complementary to
the well known CL-based method. Most importantly, the symmetry-based
method can be directly applied to any PDE system that has a point symme-
try, no matter whether it has nontrivial local CLs, and no matter how many
independent variables it involves. In addition, by applying the symmetry-
based method, we constructed previously unknown nonlocally related PDE
systems (inverse potential systems) for the nonlinear reaction-diffusion equa-
tions, the nonlinear diffusion equations and the nonlinear wave equations.
Moreover, we also showed that for these example equations, one can obtain
nonlocal symmetries (including previously unknown nonlocal symmetries)
from some of their inverse potential systems.
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6.2. Future work

(4) In Chapter 5, we applied the nonclassical method to the NLK equation. Con-
sequently, we obtained four families of solutions, two of which are new and
cannot be obtained by the classical symmetry reductions. Moreover, we an-
alyze the behaviour of the solutions with initial conditionU(x) = b(x−c)

x2 . It
has been shown that a slight change ofc in the initial condition will lead to
significant change of the solutions of the NLK equation. In particular, for
three cases ofU(x) = b(x−c)

x2 , the solutions of the NLK equation exhibit qui-

escent behaviour, and for two cases ofU(x) = b(x−c)
x2 , the solutions of the

NLK equation exhibit blow up behaviour. Finally, we obtained some new
stationary solutions of the NLK equation.

6.2 Future work

Besides the results presented in the thesis, there are stillsome open problems that
arise from the work presented in this thesis.

6.2.1 To determine whether two PDE systems are nonlocally related

In Chapters 3 and 4, we presented two different systematic methods for the con-
struction of nonlocally related PDE systems of a given PDE system: the CL-based
method and the symmetry-based method. In [23], an extended procedure for the
construction of a tree of nonlocally related PDE systems wasintroduced. However,
as stated in Remark 3.2.17, it may be difficult to determine whether two resulting
systems are nonlocally related. The first step to solve this problem would be to in-
vestigate the existence of an invertible transformation that relates two PDE system
in a resulting tree. There are several possible methods to deal with the problem.

(1) To investigate the number of point symmetries (contact symmetries) of such
PDE systems (scalar PDEs). If two PDE systems (scalar PDEs) are related
by an invertible transformation, then they must have the same number of
point symmetries (contact symmetries). It follows that if two PDE systems
(scalar PDEs) in a resulting tree have a different number of point symme-
tries (contact symmetries), then they cannot be mapped to each other by an
invertible transformation.

(2) To investigate the number of multipliers or local CLs of such PDE systems.
If two PDE systems are related by an invertible transformation, then they
must have the same number of multipliers or local CLs. It follows that if
two PDE systems in a resulting tree have a different number of multipliers
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or local CLs, then they cannot be mapped to each other by an invertible
transformation.

(3) Cartan’s method of equivalence (see [58, 76] and references therein for more
details).

In general, to investigate whether two PDE systems in a tree are nonlocally
related, one needs to investigate whether there exists a local function that relates
the two PDE systems. Is the existence of a local function related to the existence
of an invertible transformation? Can we find necessary and sufficient conditions to
determine whether two PDE systems are nonlocally related?

6.2.2 The existence of subsystems

Nonlocally related PDE systems can arise from subsystems ofa given PDE sys-
tem. However, not all PDE systems can generate a subsystem through excluding
some dependent variables. Can we find necessary and sufficient conditions so that
a given PDE system generates subsystems by excluding dependent variables? This
problem is also related to the extended procedure for constructing nonlocally re-
lated PDE systems. To obtain more nonlocally related PDE systems, one can em-
ploy invertible transformations acting on a given PDE system. Which invertible
transformations can lead to PDE systems that have subsystems? Is there a relation-
ship between the existence of a nonlocally related subsystem and the existence of
a symmetry of the PDE system yielding the subsystem?

6.2.3 The relationship of symmetries of a given PDE system and
those of its potential systems

In [19], a conjecture about the construction of potential systems and the the rela-
tionship of symmetries of a given PDE system and those of its potential systems
was presented. In the case of two independent variables, theconjecture is as fol-
lows.

Conjecture 6.2.1 (1) The process of obtaining potential systemsS(1) = S(1){x, t;
u, v(1)}, S(2) = S(2){x, t; u, v(1), v(2)}, . . . , S(N) = S(N){x, t; u, v(1), v(2), . . . , v(N)}
of a given PDE systemR{x, t; u} terminates at some finiteN where either

• S(N) can be linearized by some invertible point transformation;or

• S(N) has no further conservation law.

(2) The group of all point symmetries ofS(N) yields, through projections, all
point symmetries of any subsystem ofS(N) including R{x, t; u}, S(1), . . . ,
S(N−1).
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For the first conjecture, a key step would be to develop a counterpart of Theo-
rem 2.3.13, i.e., to determine whether one can find all local CLs of a PDE system.
For the second conjecture, we presented a related result in Section 3.5. In partic-
ular, we proved that if a given PDE systemR{x, t; u} has preciselyn local CLs,
then the local symmetries of itsn-plet potential system yield all local symmetries
of R{x, t; u}. A related question is whether one can find a relationship between lo-
cal symmetries of eachk-plet (1≤ k ≤ n) potential system ofR{x, t; u} and those
of then-plet potential system. More specifically, can each local symmetry of any
k-plet potential system be obtained by projection of some local symmetry of the
n-plet potential system? If the answer to this question is no,does there exist a po-
tential system whose local symmetries includes all local symmetries of eachk-plet
potential system?

6.2.4 The application of the obtained nonlocal symmetries

In Chapters 3 and 4, we obtained some nonlocal symmetries of each given PDE.
Can these nonlocal symmetries yield new exact solutions of each corresponding
given PDE? Can we use such nonlocal symmetries to obtain moreuseful inverse
potential systems? It is meaningful to continue to investigate these problems in the
future.

6.2.5 Nonlocal symmetries for PDE systems with three or more
independent variables

The symmetry-based method for constructing nonlocally related PDE systems can
be directly applied to PDE systems with three or more independent variables. For
the CL-based method, in order to obtain nonlocal symmetriesof a given PDE
system with three or more independent variables from potential systems arising
from divergence-type CLs, it is necessary to add gauge constraints to such under-
determined potential systems. However, there is no known systematic procedure
to determine which gauge constraints yield nonlocal symmetries. Since the inverse
potential systems constructed by the symmetry-based method are determined, it
is expected that for some PDE systems with three or more independent variables,
one should be able to directly obtain nonlocal symmetries from local symmetries
of corresponding inverse potential systems. For physical examples of interest, it
would be worthwhile to investigate whether the symmetry-based method can gen-
erate inverse potential systems whose local symmetries candirectly yield nonlocal
symmetries for a given PDE system with three or more independent variables.
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