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Motivation

Exact solutions of ODE, PDE models are required where possible.

Admitted Lie groups of point symmetries can reduce order of ODEs, without loss of
solutions.

First integrals (FI, constants of motion) also lead to direct integration of ODEs.

For PDEs, point symmetries lead to reductions, interesting particular solutions,
mappings between solutions.

Conservation laws (CL) for PDEs yield global conserved quantities, and are highly
useful in analysis.

Local symmetries and FI/CLs are related.
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Motivation (ctd.)

Symmetries, as well as CL/FI, can be systematically computed. For nontrivial
models, these computations are, however, computationally demanding. Pencil/paper
computations usually not realistic.

Maple: a great symbolic package for DEs. It has built-in Symm/CL routines, but
they are slow and not flexible.

This talk: examples of the use of GeM module for Maple to compute symmetries,
FI, CL for ODEs and PDEs.
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Notation

Independent variables: x = (x1, x2, ..., xn) or (t, x1, x2, ...) or (t, x , y , ...).

Dependent variables: u = (u1(x), u2(x), ..., um(x)) or (u(x), v(x), ...).

Ordinary derivatives:
dy(x)

dx
= y ′(x).

Partial derivatives:
∂uk

∂xm
= uk

xm = uk
m.

All pth-order partial derivatives: ∂pu.

A differential function: a function on the jet space, F [u] = F (x,u, ∂u, . . . , ∂pu).

A total derivative of a differential function: a basic chain rule

Di =
∂

∂x i
+ uµi

∂

∂uµ
+ uµii1

∂

∂uµi1
+ uµii1 i2

∂

∂uµi1 i2
+ · · · .
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Point symmetries

Consider a general DE system Rσ[u] = Rσ(x,u, ∂u, . . . , ∂ku) = 0, σ = 1, . . . ,N.

A one-parameter Lie group of point transformations (the global group):

(x∗)i = f i (x,u; ε) = x i + εξi (x,u) + O(ε2), i = 1, . . . , n,
(u∗)µ = gµ(x,u; ε) = uµ + εηµ(x,u) + O(ε2), µ = 1, . . . ,m.

Infinitesimal generator: X = ξi (x,u)
∂

∂x i
+ ηµ(x,u)

∂

∂uµ
.

Infinitesimal components:

ξi (x,u) =
∂f i (x,u; ε)

∂ε

∣∣∣
ε=0

, ηµ(x,u) =
∂gµ(x,u; ε)

∂ε

∣∣∣
ε=0

.

Global group recovery:

(x∗)i = f i (x,u; ε) = eεX x i , (u∗)µ = gµ(x,u; ε) = eεX uµ.
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Point symmetries

Consider a general DE system Rσ[u] = Rσ(x,u, ∂u, . . . , ∂ku) = 0, σ = 1, . . . ,N.

A one-parameter Lie group of point transformations (the global group):

(x∗)i = f i (x,u; ε) = x i + εξi (x,u) + O(ε2), i = 1, . . . , n,
(u∗)µ = gµ(x,u; ε) = uµ + εηµ(x,u) + O(ε2), µ = 1, . . . ,m.

Infinitesimal generator: X = ξi (x,u)
∂

∂x i
+ ηµ(x,u)

∂

∂uµ
.

kth prolongation:

X(k) = X + η
(1)µ
i (x,u, ∂u)

∂

∂uµi
+ · · ·+ η

(k)µ
i1...ik

(x,u, ∂u, . . . , ∂ku)
∂

∂uµi1...ik
.

A group-invariant differential function F [u]: X(∞)F ≡ 0.

Infinitesimal criterion of invariance of a DE system under the Lie group action:

X(k)Rα(x,u, ∂u, . . . , ∂ku)
∣∣∣
R[u]=0

= 0, α = 1, . . . ,N.
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Point symmetries – remarks and applications

Consider a general DE system Rσ[u] = Rσ(x,u, ∂u, . . . , ∂ku) = 0, σ = 1, . . . ,N.

For an ODE, an admitted one-parameter Lie group of point symmetries can be used
to reduce ODE order by one, using differential invariants or canonical coordinates.

A solvable m-parameter Lie algebra of point symmetries can be used to reduce ODE
order by m.

Reduction of order: using canonical coordinates or differential invariants.

Example:
y ′′(x) = 0,

admitting an 8-parameter symmetry group, maximal for 2nd-order ODEs. [Maple file]

For an ODE of order n, one can have at most (n + 4)-parameter Lie group of point
symmetries.
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Another ODE example

Another example: the Blasius equation (first-order boundary layer theory for the
Navier-Stokes equations):

y ′′′ +
1

2
yy ′′ = 0.

It admits a 2-parameter symmetry group, with Lie algebra [Maple file]

X1 =
∂

∂x
, X2 = x

∂

∂x
− y

∂

∂y
.

Since every 2-dimensional Lie algebra is solvable, the order can be reduced by 2, to get a
1st-order ODE on V (U):

V ′(U) =
V

U

U + V + 1/2

2U − V
.

As a result, the general solution of the Blasius equation can be written in quadratures
[Bluman & Kumei].
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A PDE example

Symmetries of a PDE model:

A PDE arising in a model of a flame front propagating upwards in a vertical channel
[M. Ward & A.C. (2007)]:

ut = ε2(uxx + uyy ) + u log u,

where u = u(x , y , t), and ε is a parameter.

The admitted 7-parameter Lie algebra of point symmetry generators [Maple]

X1 =
∂

∂x
, X2 =

∂

∂y
, X3 =

∂

∂t
, X4 = etu

∂

∂u
, X5 = x

∂

∂y
− y

∂

∂x
,

X6 = et ∂

∂x
− etx

2ε2
u
∂

∂u
, X7 = et ∂

∂y
− ety

2ε2
u
∂

∂u
.

An invariant solution w.r.t. X3,X6,X7: an all-space Gaussian bell equilibrium

u∞(x; x0) = exp

(
1− |x− x0|2

4ε2

)
, x ∈ R2 ;

a spike of width ∼ ε about x0.
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Local conservation laws of DEs

A system of differential equations (PDE or ODE) R[u] = 0:

Rσ[u] = Rσ(x,u, ∂u, . . . , ∂ku) = 0, σ = 1, . . . ,N.

The basic notion:

A local conservation law:

A divergence expression

DiΦ
i [u] = 0

vanishing on solutions of R[u] = 0. Here Φ = (Φ1[u], . . . ,Φn[u]) is the flux vector.
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Local and global CL form – PDEs

For time-dependent PDEs, the meaning of a local conservation law is that the rate
of change of some “total amount” is balanced by a boundary flux.

(1+1)-dimensional PDEs: u = u(x , t), only one CL type.

Local CL form:
DtT [u] + DxΨ[u] = 0.

T [u]: CL density; Ψ[u]: CL flux.

Global CL form:

d

dt

∫ b

a

T [u] dx = −Ψ[u]
∣∣∣b
a
.
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Local and global CL form – PDEs

(3+1)-dimensional PDEs: R[u] = 0, u = u(t, x , y , z).

Local CL form: DtT [u] + DivΨ[u] = 0 ⇔ DiΦ
i [u] = 0

Global CL form:
d

dt

∫
V

T [u] dV = −
∮
∂V

Ψ[u] · dS

Holds for all solutions u(t, x , y , z), for V ⊂ Ω, in some physical domain Ω.

 

n 

 

T 
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The idea of the direct (multiplier) CL construction method

Independent and dependent variables of the problem:
x = (x1, ..., xn), u(x) = (u1, ..., um).

Definition

The Euler operator with respect to an arbitrary function uj :

Euj =
∂

∂uj
−Di

∂

∂uj
i

+ · · ·+ (−1)sDi1 . . .Dis

∂

∂uj
i1...is

+ · · · , j = 1, . . . ,m.

Theorem

The equations
Euj F [u] ≡ 0, j = 1, . . . ,m

hold for arbitrary u(x) if and only if F is a divergence expression

F [u] ≡ DiΦ
i

for some functions Φi = Φi [u].
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The direct (multiplier) method

Given:

A system of M DEs Rσ[u] = 0, σ = 1, . . . ,M.

The direct (multiplier) method

1 Specify the dependence of multipliers: Λσ[u] = Λσ(x,u, ∂u, . . .).

2 Solve the set of determining equations Euj (Λσ[u]Rσ[u]) ≡ 0, j = 1, . . . ,m, for
arbitrary u(x), to find all sets of multipliers.

3 Find the corresponding fluxes Φi [u] satisfying the identity

Λσ[u]Rσ[u] ≡ DiΦ
i [u].

4 For each set of fluxes, on solutions, get a local conservation law

DiΦ
i [u] = 0.

5 Implemented in GeM module for Maple (on my web page)
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Applications of Conservation Laws

Applications to ODEs

First integrals (constants of motion):

DtT [u] = 0 ⇒ T [u] = const.

Reduction of order / integration.
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Applications of Conservation Laws

Applications to PDEs

DtT [u] + DivΨ[u] = 0

Rates of change of physical variables; constants of motion.

Differential constraints (divergence-free or irrotational fields, etc.).

Divergence forms of PDEs for analysis: existence, uniqueness, stability, Fokas
method.

Weak solutions.

Potentials, stream functions, etc.

An infinite number of CLs may indicate integrability/linearization.

Numerical methods: divergence forms of PDEs (finite-element, finite volume);
constants of motion.
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Applications of Conservation Laws

 

A COMSOL example 
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ODE FI example 1: harmonic oscillator

ODE example 1: harmonic oscillator, mass-spring system [Maple file]

mẍ(t) + kx(t) = 0; k,m = const.

Seek multipliers Λ = Λ(ẋ), find Λ = Cẋ .

Conservation law:
d

dt

(
mẋ2(t)

2
+

kx2(t)

2

)
= 0.

First integral:

E =
mẋ2(t)

2
+

kx2(t)

2
= const.
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ODE FI example 2: predator-prey model

ODE example 2: Lotka-Volterra predator-prey ODE system [Maple file]

x ′ = αx − βxy , y ′ = δxy − γy .

Here x = x(t)=number of prey, y = y(t)=number of predator, and α, β, γ, δ = const.

Seek CL multipliers: Λ1 = Λ1(x), Λ2 = Λ2(y).

Find Λ1 = C(d − g/x), Λ2 = C(b − a/y).

Conservation law:
d

dt
(δx − γ ln x + βy − α ln y) = 0.

First integral:
V (t) = δx − γ ln x + βy − α ln y = const.
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ODE FI example 2: predator-prey model

ODE example 2: Lotka-Volterra predator-prey ODE system [Maple file]

x ′ = αx − βxy , y ′ = δxy − γy .

Here x = x(t)=number of prey, y = y(t)=number of predator, and α, β, γ, δ = const.

Trajectories: cycles V (t) = const.

An aside: These graphs illustrate a serious potential problem with this as a biological model: For this specific choice of parameters, in each

cycle, the baboon population is reduced to extremely low numbers, yet recovers (while the cheetah population remains sizeable at the lowest

baboon density). In real-life situations, however, chance fluctuations of the discrete numbers of individuals, as well as the family structure

and life-cycle of baboons, might cause the baboons to actually go extinct, and, by consequence, the cheetahs as well. This modelling problem

has been called the "atto-fox problem",[26] an atto-fox being a notional 10−18 of a fox, in the context of rabies modelling in the UK.

A less extreme example covers: α = 2/3, β = 4/3, γ = 1 = δ. Assume x, y quantify thousands each. Circles represent prey and predator initial

conditions from x = y = 0.9 to 1.8, in steps of 0.1. The fixed point is at (1, 1/2).

Phase-space plot of a further example
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 Vol. 107, No. 957 The American Naturalist September-October 1973

 LETTER TO THE EDITORS

 DO HARES EAT LYNX ?

 To test a recently developed predator-prey model against reality, I chose

 the well-known Canadian hare-lynx system. A measure of the state of this

 system for the last 200-odd years is available in the fur catch records of

 the Hudson Bay Company (AMacLulich 1937 Elton and Nicholson 1942).
 Although the accuracy of these data is questionable (see Elton and Nichol-

 son 1942 for a full discussion), they represent the only long-term popula-

 tion record available to ecologists.

 The model I tested is

 dH/dt - H(r H + CHLL + SHH + IHIH2)' (la)

 dL/dt- L(r L + CLHH + SLL + ILL ), (lb)

 where L and H are state variables that measure, respectively, the densities
 of the lynx and hare populations. The parameters have the following signifi-

 cance: the r's (rH > 0 and rL < 0) are low-density single-species growth
 rates; the C's (CHL < 0 and CLH > 0) are interspecies coupling constants;

 the SI's are intraspecific social interactions (S > 0 is cooperation and S < 0
 is disoperation) ; and the I's (<0) are intraspecific interference.

 To perform the test, the derivatives in equations (la) and (lb) were

 approximated by the per year changes in lynx and hare densities. Next, the
 parameters in these equations were adjusted so that the sum of the squares
 of the error between the observed growth rate and the predicted growth

 rate (that is, the right-hand sides of eqq. [la] and [lb] with the observed

 initial values substituted for L and H) is minimized.
 The methodology and philosophy of this approach are fully explained by

 Ayala, Gilpin, and Ehrenfeld (1973). The idea is not to explain away a
 real phenomenon. Rather, it is to test the generality and efficiency of a
 theoretical model. The correlation between the model and the empirical data

 gives some idea about the general worth of the model. The level of sigllifi-
 cance of the individual parameters indicates the efficiency of the model. If a
 model satisfies both of these requirements, and if the parameters have a

 plausible biological interpretation, then the model may be useful for sug-
 gesting additional observations or experimental manipulations. Furthermore,

 the model would be expected to be of some relevance to similar ecological
 systems.

 To test my model, I used some lynx-hare population data that Leigh
 (1968) tabulated; these data run from 1847 to 1903. He used these data to

 727
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 test the Lotka-Volterra model of predation, which is equations (la) an(d
 (lb) with the S and I values set identically equal to zero. His fit was poor.

 And since he also showed that over this 56-year period the peak lynx

 abundance occurred, on the average, a year before the peak hare abundance,
 lie concluded that the lynx-hare oscillation was not a predator-prey oscilla-

 tion (i.e., a neutrally stable Lotka-Volterra oscillation).

 Since my model has greater flexibility than the Lotka-Volterra model and
 permits, for instance, stable limit cycle oscillations, I felt that it might fit

 the data better. But the regression fit was equally poor. In fact, it was worse

 than poor; it was impossibly bad. The signs of the interspecies coupling

 constants were reversed. Mathematically, the hare was the predator.

 To help me understand this, I used graphical predation theory (Rosen-

 zweig and MacArthur 1963) to analyze the system. I plotted the data on
 the lynx-hare phase plane. The last three 10-year oscillations were very
 revealing (fig. 1). When the prey is plotted on the abscissa and the predator

 on the ordinate, any oscillations must run counterclockwise. In other words,

 the phase of the predator oscillation should be delayed behind the phase of
 the prey oscillation. As is clear from figure 1, the overall tendency of these

 three oscillations is clockwise. While other 10-year lynx-hare oscillations
 have the expected phase relationship, the existence of this anomalous rela-

 tionship over a 30-year period is curious and stimulates efforts toward its

 comprehiension.

 80 1885

 40 ~ ~ ~ ~ ~ ~ ~~~~10

 on
 0 40 80 120

 HARE
 FIG. 1.-Yearly states of the Canadian lynx-hare system from 1875 to 1906.

 The numbers on the axes represent the numbers of the respective animals in
 thousands.
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ODE FI example 3: nonlinear ODE integration

ODE example 3: a nonlinear ODE arising in symmetry classification

K ′′′(x) =
−2 (K ′′(x))

2
K(x)− (K ′(x))

2
K ′′(x)

K(x)K ′(x)
.

[Maple file]

Seek multipliers: Λ = Λ(x ,K ,K ′).

Find three multipliers:

Λ1 =
K

(K ′)2
, Λ2 =

xK

(K ′)2
, Λ3 =

K ln K

(K ′)2
.

Three FIs:

KK ′′

(K ′)2
= M1,

K(K ′ + xK ′′)− x(K ′)2

(K ′)2
= M2,

ln(K)(KK ′′ − (K ′)2)

(K ′)2
= M3.

General solution (after redefining the constants):

K(x) = c1(x + c2)c3 .
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CL computation for PDE systems

[Maple/GeM]:

Can compute CLs of several PDEs, with multi-component unknowns u(x)
depending on several scalar variables.

Examples: Euler & Navier-Stokes, nonlinear mechanics, integrable
equations/higher-order CLs.

New results have been obtained for various models.
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PDE CL example 1: short pulse equation

PDE example 1: the ”short pulse” equation [Schäfer & Wayne (2004)], a model of
ultra-short optical pulses in nonlinear media

utx = u + 6uu2
x + 3u2uxx .

Here u = u(t, x). [Maple file]

This is an integrable equation [2× Sakovich (2005)] – admits a Lax pair, a recursion
operator, an infinite hierarchy of higher-order symmetries and CLs; related to the
sine-Gordon equation.

Seek CL multipliers depending on up to 3rd derivatives of u:

Λ = Λ(t, x , u, ut , ux , . . . , uxxx).

Find three multipliers.

Three CLs in this ansatz, non-polynomial form.
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PDE CL example 2: Mooney-Rivlin incompressible hyperelasticity

X1

X2

X

x1

x2 x(X,t)

X

u

0 0

A(X)
a(x,t)

Lagrangian coordinates X, actual (Eulerian) coordinates x = φ(X, t).

Deformation gradient: F(X, t) = grad(X) φ(X, t); Jacobian: J = detF > 0.

Density: ρ(X, t) = ρ0(X)/J.

Isotropic + anisotropic elastic energy density: W = Wiso + Waniso.

The Piola-Kirchhoff stress tensor: P = −p F−T + ρ0
∂W

∂F
.

Equations of motion: ρ0xtt = div(X) P + Q, J = 1.
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PDE CL/Symm example: displacements in fiber-reinforced hyperelastic
material

§§4.1 and 4.2, respectively. In §4.3 the required
expressions for an efficient finite element implementation
of the proposed model are summarized. Finally, the
model is particularized on the basis of experimental data
from the adventitia of human iliac arteries, and two
numerical examples are used, in §5, to demonstrate the
efficacy of the proposed model. These are inflation of a
thin-walled tube and uniaxial tension of rectangular
specimens fromthe circumferential andaxial directions of
a tube.

2. THE ARTERIAL WALL FROM A
BIOMECHANICAL POINT OF VIEW

This section is included in order to summarize the
essential histological and biomechanical features of the
arterial wall and provides basic information for its
constitutive modelling. It is axiomatic in continuum
mechanics that the properties of a material result from
its internal constitution, which includes the distri-
bution, orientation, and interconnections of its con-
stituents. Hence, we start this section with a brief
review of (human) arterial histology in §2.1, which is
addressed particularly to readers without a background
in biology or physiology and complements the discus-
sion provided by Holzapfel et al. (2000). The charac-
teristic mechanical properties of the arterial wall are
then summarized in §2.2, while §2.3 contains a review
of constitutive models for arteries with particular
emphasis on structurally-based formulations.

For a more detailed exposition of the different
interrelated arterial components and the overall func-
tioning of the blood vessel see, for example, the reviews
by Rhodin (1980) and Silver et al. (1989). Qualitative

and quantitative details of the three-dimensional
structural organization of arteries are discussed in
Canham et al. (1989) and Finlay et al. (1995).

2.1. Arterial histology

Arteries can be roughly subdivided into two types:
elastic and muscular, although there are arteries that
are intermediate between both types. Elastic arteries
have relatively large diameters and are located close to
the heart, while muscular arteries are located at the
periphery (except in the case of coronary arteries). We
focus attention on the histology of arterial walls
composed of three distinct layers, the intima, the
media and the adventitia. Moreover, we discuss the
constituents of arterial walls from the mechanical
perspective and introduce a histomechanical idealiz-
ation of an elastic artery with non-atherosclerotic
intimal thickening, as illustrated schematically in
figure 1. Note that this is somewhat different from the
corresponding figure shown in Holzapfel et al. (2000).

2.1.1. Intima. The intima is the innermost layer of the
artery. It comprises primarily a single layer of
endothelial cells lining the arterial wall, resting on a
thin basal membrane, and a subendothelial layer of
varying thickness (depending on topography, age and
disease). The subendothelial layer, as considered in the
present work, develops due to diffuse (non-athero-
sclerotic) intimal thickening, a homeostatic reaction of
the intima that tends to restore baseline levels of the
stress (Glagov et al. 1993), and it is present even in the
very early stages of life (Hartman 1977).

collagen fibres
elastic lamina externa

collagen fibril
smooth muscle cell

elastic fibril
elastic lamina interna

endothelial cell

helically arranged fibre-
reinforced adventitial layer

transversely isotropic fibre-
reinforced medial unit

helically arranged fibre-
reinforced intimal layer

I M
A

Figure 1. Histomechanical idealization of a healthy elastic artery with non-atherosclerotic intimal thickening. It is composed of
three layers: intima (I), media (M), adventitia (A). I is the innermost layer consisting of a single layer of endothelial cells, a thin
basal membrane and a subendothelial layer. The subendothelial layer is comprised mainly of thinly dispersed smooth muscle cells
and bundles of collagen fibrils. M is composed of smooth muscle cells, a network of elastic and collagen fibrils and elastic laminae
which separate M into a number of transversely isotropic fibre-reinforced units. A is the outermost layer surrounded by loose
connective tissue. The primary constituents of A are thick bundles of collagen fibrils arranged in helical structures.

Hyperelastic modelling of arterial layers T. C. Gasser and others 17

J. R. Soc. Interface (2006)

 

2 

X3 

R 

Z -displacements G(t; X ) for a fiber-reinforced elastic solid, a Cartesian analog:
Gtt = (α + 3βG 2

x )Gxx [A.C. & J.-F. Ganghoffer (2016)].

Dimensionless: utt = (1 + u2
x )uxx . Lagrangian: L =

1

2
(u2

x − u2
t ) +

1

12
u4
x .
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PDE CL/Symm example: displacements in fiber-reinforced hyperelastic
material

PDE: utt = (1 + u2
x )uxx .

Noether’s theorem → variational symmetries in evolutionary form

X̂ = ζ(x , t, u, . . .)
∂

∂u
,

must match CL multipliers: Λ = ζ.

1st-order local symmetries in evolutionary form: ζ = ζ(x , t, u, ux , ut) [Maple file]

ζ1 = 1, ζ2 = t, ζ3 = ux , ζ4 = ut , ζ5 = uxut , ζ6 = −xux − tut + u.

1st-order CL multiplies: Λ = Λ(x , t, u, ux , ut) [Maple file]

Λ1 = 1, Λ2 = t, Λ3 = ux , Λ4 = ut , Λ5 = uxut .

ζ6 corresponds to a scaling t∗ = Ct, x∗ = Cx , u∗ = Cu, which is not a variational
symmetry.
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CLs of the linear wave equation?

Linear wave equation: utt = uxx , introduced by d’Alembert in 1747.

Linear → infinite CL family (multipliers solve the adjoint linear PDE).

Some basic CLs:

M1 = 1, Dt (ut)−Dx (ux) = 0,

M2 = ux , Dt (utux)−Dx

(
u2
t +u2

x
2

)
= 0,

M3 = ut , Dt

(
u2
t +u2

x
2

)
−Dx (utux) = 0,

M4 = t, Dt (tut − u)− Dyx (tux) = 0,

M5 = x , Dt (xut)−Dx (xux − u) = 0,

M6 = xux + tut , Dt

(
xutux +

t

2
(u2

t + u2
x )
)
−Dx

(
tutux +

x

2
(u2

t + u2
x )
)

= 0,

M7 = tux + xut , Dt

(
tutux +

x

2
(u2

t + u2
x )
)
−Dx

(
xutux +

t

2
(u2

t + u2
x )
)

= 0.

The full set of local CLs has not been classified to date.

(2019) R. Popovych, A.C.: complete CL classification, using the second canonical
form wξη = 0.
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Example: CLs of Euler equations

Constant-density Euler equations

ρ = const, divu = 0, ut + u · ∇u = − grad p.

A. Cheviakov and M. Oberlack (2014)
Generalized Ertel’s theorem and infinite hierarchies of conserved quantities for
three-dimensional time-dependent Euler and Navier-Stokes equations. JFM 760: 368-386.

seek CLs to second-order multipliers, depending on up to 45 variables,

t, x , y , z , u1, u2, u3, p, u1
y , u

1
z , u2

x , u
2
y , u

2
z , u3

x , u
3
y , u

3
z , pt , px , py , pz ,

u1
yy , u

1
yz , u

1
zz , u2

xx , u
2
xy , u

2
xz , u

2
yy , u

2
yz , u

2
zz , u3

xx , u
3
xy , u

3
xz , u

3
yy , u

3
yz , u

3
zz ,

ptt , ptx , pty , ptz , pxx , pxy , pxz , pyy , pyz , pzz .
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Example: CLs of Euler equations

Constant-density Euler equations

ρ = const, divu = 0, ut + u · ∇u = − grad p.

1. Conservation of generalized momentum.

Λ1 = f (t)u1 − xf ′(t), Λ2 = f (t), Λ3 = Λ4 = 0;

∂

∂t
(f (t)u1) +

∂

∂x

(
(u1f (t)− xf ′(t))u1 + f (t)p

)
+
∂

∂y

(
(u1f (t)− xf ′(t))u2

)
+

∂

∂z

(
(u1f (t)− xf ′(t))u3

)
= 0,

with analogous expressions holding for y - and the z-directions.
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Example: CLs of Euler equations

Constant-density Euler equations

ρ = const, divu = 0, ut + u · ∇u = − grad p.

2. Conservation of the angular momentum.

Λ1 = u2
z − u3

y , Λ2 = 0, Λ3 = z , Λ4 = −y ;

∂

∂t
(zu2 − yu3) +

∂

∂x

(
(zu2 − yu3)u1

)
+
∂

∂y

(
(zu2 − yu3)u2 + zp

)
+

∂

∂z

(
(zu2 − yu3)u3 − yp

)
= 0.

with cyclic permutations for y - and the z-directions.
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Example: CLs of Euler equations

Constant-density Euler equations

ρ = const, divu = 0, ut + u · ∇u = − grad p.

3. Conservation of the kinetic energy.

Λ1 = K + p, [Λ2,Λ3,Λ4] = u;

∂

∂t
K +∇ ·

(
(K + p) u

)
= 0, K = 1

2
|u|2.
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Example: CLs of Euler equations

Constant-density Euler equations

ρ = const, divu = 0, ut + u · ∇u = − grad p.

4. Generalized continuity equation.

Λ1 = k(t), Λ2 = Λ3 = Λ4 = 0;

∇ · (k(t) u) = 0.
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Example: CLs of Euler equations

Constant-density Euler equations

ρ = const, divu = 0, ut + u · ∇u = − grad p.

5. Conservation of helicity.

Λ1 = 0, [Λ2,Λ3,Λ4] = ω = curlu;

h = u · ω; E = K + p, K = 1
2
|u|2;

∂

∂t
h +∇ · (u×∇E + (ω × u)× u) = 0.
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Example: CLs of NS and Euler equations under helical symmetry

Kelbin, O., Cheviakov, A.F., and Oberlack, M. (2013)
New conservation laws of helically symmetric, plane and rotationally symmetric viscous and
inviscid flows. JFM 721, 340-366.

Helically-invariant equations

Full three-component Euler and Navier-Stokes equations written in
helically-invariant form.

Two-component reductions.

Additional conservation laws – through direct construction

Three-component Euler:
Generalized momenta. Generalized helicity. Additional vorticity CLs.

Three-component Navier-Stokes:
Additional CLs in primitive and vorticity formulation.

Two-component flows:
Infinite set of enstrophy-related vorticity CLs (inviscid case).
Additional CLs in viscous and inviscid case, for plane and axisymmetric flows.
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Example: CLs of NS and Euler equations under helical symmetry

Wind turbine wakes in aerodynamics [Vermeer, Sorensen & Crespo, 2003]

the two blades at different pitch angles, the two tip

vortex spirals appear to have each their own path and

transport velocity. After a few revolutions, one tip

vortex catches up with the other and the two spirals

become entwined into one. Unluckily, there are no

recordings of this phenomena.

During the full scale experiment of NREL at the

NASA-Ames wind tunnel, also flow visualisation were

performed with smoke emanated from the tip (see

Fig. 7). With this kind of smoke trails, it is not clear

whether the smoke trail reveals the path of the tip vortex

or some streamline in the tip region. Also, these

experiments have been performed at very low thrust

values, so there is hardly any wake expansion.

A different set-up to visually reveal some properties of

the wake was utilised by Shimizu [12] with a tufts screen

(see Fig. 8).

Visualisation of the flow pattern over the blade is

mostly done with tufts. This is a well-known technique

and applied to both indoor and field experiments (see

[16–20,25–27]), however since blade aerodynamics is

ARTICLE IN PRESS

Fig. 3. Axial force coefficient as function of tip-speed ratio, l;
with tip pitch angle, Y; as a parameter (from [15]).

Fig. 4. Flow visualisation with smoke, revealing the tip vortices

(from [16]).

Fig. 5. Flow visualisation with smoke, revealing smoke trails

being ‘sucked’ into the vortex spirals (from [16]).

Fig. 6. Flow visualisation experiment at TUDelft, showing two

revolutions of tip vortices for a two-bladed rotor (from [24]).

Fig. 7. Flow visualisation with smoke grenade in tip, revealing

smoke trails for the NREL turbine in the NASA-Ames wind

tunnel (from Hand [13]).

L.J. Vermeer et al. / Progress in Aerospace Sciences 39 (2003) 467–510474
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Example: CLs of NS and Euler equations under helical symmetry

Helical instability of rotating viscous jets [Kubitschek & Weidman, 2007]
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Example: CLs of NS and Euler equations under helical symmetry

Helical water flow past a propeller
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Example: CLs of NS and Euler equations under helical symmetry
New conservation laws for helical flows 5

z

x

y

r

h

er

e ´

e»

Figure 1. An illustration of the helix ξ = const for a = 1, b = −h/2π, where h is the z−step
over one helical turn. Basis unit vectors in the helical coordinates.

It should be noted that helical coordinates by (r, η, ξ) are not orthogonal. In fact, it can
be shown that though the coordinates r, ξ are orthogonal, there exists no third coordinate
orthogonal to both r and ξ that can be consistently introduced in any open ball B ∈ R3.
However, an orthogonal basis is readily constructed at any point except for the origin,
as follows (see Figure 1):

er =
∇r

|∇r| , eξ =
∇ξ

|∇ξ| , e⊥η =
∇⊥η
|∇⊥η|

= eξ × er.

The scaling (Lamé) factors for helical coordinates are given by Hr = 1,Hη = r,Hξ =
B(r), where we denoted

B(r) =
r√

a2r2 + b2
. (2.1)

In the sequel, for brevity, we will write B(r) = B and dB(r)/dr = B′.
Any helically invariant function of time and spatial variables is a function independent

of η, and has the form F (t, r, ξ). Since our goal is to examine helically symmetric flows,
the physical variables will be assumed η−independent. It is worth noting that the limiting
case a = 1, b = 0, the helical symmetry reduces to the axial symmetry; in the opposite case
a = 0, b = 1, the helical symmetry corresponds to the planar symmetry, i.e., symmetry
with respect to translations in the z-direction.

Throughout the paper, upper indices will refer to the corresponding components of
vector fields (vorticity, velocity, etc.), and lower indices will denote partial derivatives.
For example,

(uη)ξ ≡ ∂

∂ξ
uη(t, r, ξ).

We also assume summation in all repeated indices.

2.2. The Navier-Stokes equations in primitive variables

The Navier-Stokes equations of incompressible viscous fluid flow without external forces
in three dimensions are given by

∇ · u = 0, (2.2a)

ut + (u · ∇)u+∇p− ν∇2u = 0. (2.2b)

Helical Coordinates

Helical coordinates: (r , η, ξ);

ξ = az + bϕ, η = aϕ− b
z

r 2
, a, b = const, a2 + b2 > 0.

Helical invariance: f = f (r , ξ), a, b 6= 0.

Axial: a = 1, b = 0. z-Translational: a = 0, b = 1.

A. Shevyakov (UofS, Canada) Symm/CL symbolic computations December 2019 29 / 31



Conclusions

Summary:

Simple, systematic computation of point and higher-order symmetries of ODE/PDE
in Maple/GeM; global group.

Similarly, Lie groups of equivalence transformations can be computed.

Systematic computation of FIs for ODE, CLs for PDE in Maple/GeM: direct
(multiplier) method.

Symbolic software capable of working with multiple PDEs with many
dependent/independent variables.

Classification of symm/FI/CLs for families of DEs using Maple/rifsimp.

Work to do:

Computation of invariants, differential invariants.

Lie group structure.

Canonical coordinates, invariant reduction.

Object-oriented approach; parallelization for heavy computations.
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Some references

GeM for Maple: a symmetry/CL symbolic computation package.
https://math.usask.ca/~shevyakov/gem/

A.C. & M. Ward. (2007)
A two-dimensional metastable flame-front and a degenerate spike-layer problem.
Interfaces and Free Boundaries 9 (4), 513–547.

T. Schäfer & C. Wayne (2004)
Propagation of ultra-short optical pulses in cubic nonlinear media. Physica D 196,
90–105.

A.C. & J.-F. Ganghoffer (2016)
One-dimensional nonlinear elastodynamic models and their local conservation laws
with applications to biological membranes. JMBBM 58, 105–121.

Thank you for your attention!
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