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Abstract

A methodology based on Lie analysis is proposed to investigate the mechanical
behavior of materials exhibiting experimental master curves. It is based on the idea that
the mechanical response of materials is associated with hidden symmetries reflected in
the form of the energy functional and the dissipation potential leading to constitutive
laws written in the framework of the thermodynamics of irreversible processes. In
constitutive modeling, symmetry analysis lets one formulate the response of a material
in terms of so-called master curves, and construct rheological models based on a
limited number of measurements. The application of symmetry methods leads to
model reduction in a double sense: in treating large amounts number of
measurements data to reduce them in a form exploitable for the construction of
constitutive models, and by exploiting equivalence transformations extending point
symmetries to efficiently reduce the number of significant parameters, and thus the
computational cost of solving boundary value problems (BVPs). The symmetry
framework and related conservation law analysis provide invariance properties of the
constitutive models, allowing to predict the influence of a variation of the model
parameters on the material response or on the solution of BVPs posed over spatial
domains. The first part of the paper is devoted to the presentation of the general
methodology proposed in this contribution. Examples of construction of rheological
models based on experimental data are given for setting up a reduced model of the
uniaxial creep and rupture behaviour of a Chrome-Molybdenum alloy (9Cr1Mo) at
different temperatures and stress levels. Constitutive equations for creep and rupture
master responses are identified for this alloy, and validated based on experimental data.
Equivalence transformations are exemplified in the context of parameter reduction in
fully nonlinear anisotropic fiber-reinforced elastic solids.

Keywords: Experimental data, Symmetry and similarity methods, Constitutive
modeling, Master Curves, Equivalence transformations, Creep and rupture invariants,
Time-temperature equivalence, model reduction

Introduction
The notion of symmetry is a fundamental scientific concept present in many disciplines,
from biology to mathematics and theoretical physics. Independently from its aesthetic
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attraction, the symmetry intrinsically contained in physical systems allows to concisely
describe their invariance properties, classify and synthesize their mathematical structure
and physical properties, and systematically derive exact solutions. Invariance properties
of physical systems described by algebraic or differential equations emerge from these
symmetries, including scale transformations, time, parity and charge inversions, gauge
symmetries, dynamical symmetries, nonlocal symmetries.
Generalizing the discrete symmetry classification of crystals ( [1–3]), the notion of con-

tinuous symmetries, in particular, Lie groups of point symmetries introduced by Sophus
Lie (e.g., [4]), with multiple further generalizations (e.g., [5,6] and references therein).
Noether [7] provided a connection between conservation laws (energy, momentum, etc.)
and local symmetries for models arising from a variational principle (see, e.g, [5,6]). The
majority of field theories built in the twentieth century heavily rely on Lie symmetries,
which are reflected in the form taken by the Lagrangian function [8]. In continuum
mechanics, symmetries play a major role in the construction of the constitutive laws of
materials, formulated from tensor valued functionals, objective (invariance of the mate-
rial’s response under the group of rotations in the three dimensional Euclidean space)
and invariant under the action of the material symmetry group (discrete symmetries)
[9,10]. The thermodynamics of irreversible processes (abbreviated as TIP in the sequel)
is the natural framework for writing rheological models of dissipative and non dissipative
materials, relying on thermodynamic potentials - namely the free energy and a dissipation
or pseudo-dissipation potential. These potentials have to reflect the symmetry properties
of the material being analyzed. Thereby, our approach relies on the postulate that the
mechanical response of materials is associated with hidden symmetries, and our objec-
tive is precisely to reveal those symmetries from a set of measurements, and to write
appropriate constitutive laws from them.
The consideration of Lie symmetries and equivalence transformations in themechanics

of materials is an emergent topic in the literature [11]. Recent works from the literature
underline the interest of using Lie symmetries to obtain invariance properties of materials
relying on experimental data; furthermore, Lie symmetries is a predictive methodology to
predict the response of materials when the parameters inherent to their constitutive law
change.
Invariance relations, together with master curves that constitute their graphical rep-

resentation, are currently used in experimental rheology to synthesize the constitutive
response of various materials subject to thermomechanical loadings. A typical example
of such an empirical construction is the well-known time-temperature equivalence prin-
ciple, stating an equivalence between the effect of time and of temperature, as proposed
originally by Williams, Landel and Ferry in the so-called WLF model. In the same spirit,
power laws in fatigue have been formulated in [12,13] (also [14] and references therein),
using arguments of dimensional analysis in combination with similarity principles. These
relationships are of a high practical interest, and it the aim of this contribution to high-
light Lie symmetries and equivalence transformations as the underlying mathematical
background.
From the point of view of solutions of the mechanical problem formulated in terms of

differential equations, a symmetry is any transformation preserving the solution set, i.e.,
mapping solutions into solutions. In particular, solutions that aremapped into themselves,
called the invariant solutions, can be algorithmically computed, and often have a clear
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physical meaning. This includes, for example, traveling waves and self-similar (scaling-
invariant) solutions. While the full set of symmetries admitted by a model is a rather
general geometrical object, Lie groupsof point symmetries canbe calculatedusing the local
formof these symmetries, in termsof symmetry generators [5,6]. Fromageometrical point
of view, finding the symmetries of a given BVP allows to define a surface in the extended
space of variables and parameters (when considering equivalence transformations), on
which the solution is living.
The majority of contemporary mathematical models, in particular, physical models

written in terms of partial or ordinary differential equations (PDEs, ODEs), involve con-
stant or variable parameters. These parameters, also called arbitrary or constitutive ele-
ments, appear in the equations in the form of arbitrary constants (constitutive parameters)
that assume values in certain ranges, and/or arbitrary functions (constitutive functions)
belonging to certain classes. Equivalent formulations of a model at hand, involving fewer
constitutive parameters and/or reduced forms of constitutive functions, can lead to a
significant simplification of the analysis of the model, in particular, when such analysis
involves classifications, such as local symmetry or conservation law classifications. Equiv-
alent formulations of a class of models may be systematically sought using equivalence
transformations [15,16]. Equivalence transformations are used to simplify classifications
of mathematical models, relate models with seemingly different forms of constitutive
functions and/or parameters, and simplify families of models by reducing the forms and
number of such constitutive functions and/or parameters.
Lie symmetries, equivalence transformations, conservation laws, and other related ana-

lytical properties of nonlinear equations (cf. [6]) can be efficiently computed and classified
using symbolic software, for example, the GeM package for Maple [17–19]. In particular,
GeM can be used for systematic computation of equivalence transformations [16].
Another approach in constitutivemodeling that is related to symmetry ideas, both philo-

sophically and mathematically, is the use of entropy principles to predict and reduce the
dependencies of constitutive functions. The approach consists in requiring that the admis-
sible processes correspond to nonnegative entropy production, and yields constraints on
the general postulated forms of constitutive functions. This constitutive modeling idea
has been introduced pioneered by Ingo Müller’s [20–24], and subsequently modified by
Liu [25]; the result was called the Müller-Liu procedure. In the recent work [26,27], the
entropy principle methodology was reformulated in terms of the solution set of themodel
equations, and a systematic procedure was suggested to use leading derivatives to com-
pute constitutive function constraints; the approachwas implemented in Maple symbolic
software using the capabilities of the GeM package [27].
Recall that two main classes of approaches combining Lie symmetry metdhos and con-

stitutive modeling have arisen in the literature, which will be referred to as the direct and
the inverse problem ormethod, in the vocabulary used in [28]. The direct problem consists
in finding Lie symmetries of a given set of constitutive equations, as developed by several
authors in the field of mechanics of materials (see, e.g., [29,30]). It allows a priori the
calculation of all symmetries and associated invariances of those equations, which may
lead to geometrical transformation rules revealing (graphical) superpositions of the mate-
rial responses (the superposition of those responses in a given space of variables gives
the master curve). The methodology at the root of this construction consists of three
main steps, which entail an algorithm for the determination of the constitutive law and
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master curves. In the first step, one looks for one or several Lie symmetries formulated
from experimental master curves. Next, the subsequent symmetry conditions are applied
to a general expression of the constitutive equations involving some unknown functions,
resulting in a PDE system satisfied by these unknown functions. The comparison of the
constructed constitutive model with experimental results allows to validate or refine the
model if needed. As a last step, the inverse problem is linked to the direct problem: once
a possible material constitutive law has been constructed, the material’s response can be
predicted outside the range of variation of the control variables involved in the measure-
ments for varying experimental conditions, hence using Lie symmetries inherent to the
obtained constitutive law as an extrapolation technique. Thereby, Lie symmetries leads to
reduced constitutive models based on invariants having a true physical meaning, allowing
to efficiently predict the response of materials with a complex rheological behavior when
parameters change.
The paper is organized as follows. Section 2 describes in a syntheticmanner themethod-

ology of the application of Lie groups of symmetries to construct and simplify constitutive
models. Section 3 presents an example of a computation of master curves and invariant
constitutive equations modeling the creep and rupture behavior of metallic alloys. In Sec-
tion 4, invariance relations and master responses associated to a rheological model are
discussed. An example of the computation of equivalence transformations and parameter
reduction in a model of nonlinear S-waves propagating in a hyperelastic fiber-reinforced
material is presented in Section 5. The paper is concluded with a discussion in Section 6.

Methodology
For physical continuum systems, in particular, ones involving the mechanics of solids
and fluids, the governing balance/evolution equations, as well as constitutive/rheological
models, are commonly described by a set of algebraic and/or differential equations (ordi-
nary, ODE, or partial, PDE). Symmetry ideas provide insights and rational methodologies
to describe and study suchmodels, revealing their intrinsic structure. For an experimental
data set, the use of Lie group ideas is therefore not a simple interpolation of data, since
the constitutive laws that can be constructed from a set of data based on a postulated Lie
group structure allow both to interpolate within the data set and to extrapolate beyond
the experimental parameter domains used to build the constitutive model.
The use of Lie groups in combination with experimentally recorded responses of a

givenmaterial to formulate its constitutive law has been initiated in [11] and [31] (see also
[26,27]. The aimof this contribution is to provide an overviewof the Lie symmetrymethod
in constitutive modeling. The generalized methodology proposed in this contribution is
organized into the following steps:

• Formulation of Lie symmetries from measurements;
• Formulation of constitutive equations in terms of invariants;
• Computation of the Lie algebra and predictions of the material response for a range

of variation of the parameters;
• Computation of equivalence transformations of constitutive models;
• Model simplification based on its admitted equivalence transformations.
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In subsequent developments, the above methodology is used to construct constitutive
models describing the creep and rupture behavior of metallic alloys, both phenomena
being highly stress- and temperature-dependent. In order to set the stage, we provide the
non specialist with a comprehensive and synthetic overview of Lie symmetries, that will
prove useful in subsequent developments.

Lie symmetries: a basic summary

Suppose a mathematical model formulated as a system of ordinary and/or partial differ-
ential equationsR

Rσ (x,u) = 0, σ = 1, . . . , N, (2.1)

of differential order k ≥ 1, with s ≥ 1 independent variables x = (x1, . . . , xs) and n ≥ 1
dependent variables u(x) = (u1(x), . . . , un(x)). For brevity, we will denote any derivatives
of dependent variables u(x) by subscript symbols

∂puν(x)
∂xi1 . . . ∂xip

≡ (uν)i1...ip .

For the independent and dependent variables x, u(x), one can consider the jet space
Jq(x|u): a multi-dimensional space of variables x, u, and all derivatives of u up to and
including the order q ≥ k . Then the DEs (2.1) (and possibly their differential conse-
quences), treated as algebraic equations in J q(x|u), define a manifold S in that space. This
is the solution manifold of the system (2.1); indeed, any solution of (2.1) u(x) and its
derivatives, for all admissible x, define a point on S .
Lie groups of point transformations provide a mathematically sound tool to deform

the solution manifold S of a given DE system to map its solutions to solutions of some
other model; Lie point transformations preserving S yield Lie point symmetries of a given
system (2.1). The admissible symmetry groups contain coordinate-independent, geomet-
rical information about the solution set of a given model, enabling one to systematically
construct exact invariant solutions and conservation laws, map known solutions and con-
servation laws to new ones, etc. (see, e.g., [6] for more details). vast literature is available
on the topic, ranging from introductory and practically-oriented textbooks tomoremath-
ematically advanced and specialized (see, e.g., [5,6,32] and references therein). We now
summarize the basic points required for the subsequent presentation.
A Lie group of point symmetries of a DE system (2.1) is a group of transformations of

dependent and independent variables

x̄i = fi(x,u;μ) = xi + μξ i(x,u) + O(μ2), i = 1, . . . , s,
ūν = gν(x,u;μ) = uν + μην(x,u) + O(μ2), ν = 1, . . . , n,

(2.2)

additive in the continuous parameterμ, with the property that if (2.1) is a solution of u(x),
then so is the transformed function ū(x̄). For example, the scaling transformation

x̄ = eμx = x + μx + O(μ2),
t̄ = e2μt = t + 2μt + O(μ2),
ū = u

(2.3)

leaves invariant the diffusion equation ut = uxx, and maps its every solution u = f (x, t)
into a new solution ū = f (e−μx̄, e−2μ t̄), or removing bars and changing the sign of the
parameter, simply into a solution u1(x, t) = f (eμx, e2μt) with re-scaled space and time
dependence.
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To every one-parameter Lie group of point transformations (2.2) there corresponds
a unique infinitesimal generator (also known as the tangent vector field to the solution
manifold of the system in the (x,u)-space), given by

v = ξ i
∂

∂xi
+ ην ∂

∂uν

(2.4)

(here and below, summation in repeated indices is assumed). For example, for the scaling
transformation (2.3), one has

v = x
∂

∂x
+ 2t

∂

∂t
+ 0 · ∂

∂u
. (2.5)

The local generator (2.4), in turn, uniquely determines the global transformation (2.2),
through the solution of an ODE system initial-value problem

dx̄i
dμ

= ξ i(x̄, ū), x̄i
∣
∣
μ=0 = xi, i = 1, . . . , s,

dūν

dμ
= ην(x̄, ū), ūν

∣
∣
μ=0 = uν , ν = 1, . . . , n,

(2.6)

or briefly in the operator exponent notation,

x̄i = eμvxi, ūν = eμvuν .

A one-parameter Lie group of point transformations (2.2) induces one-parameter Lie
groups of point transformations acting on the derivatives of u(x) in the jet space J q(x|u),
as follows:

(ūν)i = uν
i + μη

(1) ν
i + O(μ2), (2.7a)

...

(ūν)i1...iq = (uν)i1...iq + μη
(q) ν
i1...iq + O(μ2); (2.7b)

here the extended infinitesimals given by

η
(1) ν
i = Diην − (Diξ j)uν

j ,
η
(k) ν
i1...ik = Dikη

(k−1) ν
i1...ik−1

− (Dik ξ
j)uμ

i1...ik−1j ,
(2.8)

with ν = 1, . . . , n, i, ij = 1, . . . , s for j = 1, . . . , k with k = 2, 3, . . . , q. The qth prolongation
of the transformation generator (2.4) is given by

v(q) = ξ i
∂

∂xi
+ ην ∂

∂uν

+ η
(1) ν
i

∂

∂uν
i

+ . . . + η
(q) ν
i1...iq

∂

∂(uν)i1...iq
. (2.9)

The main mathematical tool used to systematically seek Lie groups of point transfor-
mations (2.2) that are symmetries of a DE system (2.1) is the infinitesimal invariance
condition

v(k)Rα(x, u, ∂u, . . . , ∂ku) = 0 (2.10)

holding on all solutions of (2.1). The invariance condition expresses the fact that the
mapping generated by the transformation is locally tangent to the solution set of the
DE system (2.1), and upon splitting, yields a set of linear determining PDEs that define
the unknown symmetry components ξ i, ην of admissible symmetry generators (2.4) (e.g.,
[5,6]). The substitution of solution space conditions and splitting of the determining
equations can often be efficiently accomplished in symbolic software, such as the GeM

package for Maple [17–19].
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Another important notion related to Lie symmetries of differential equations, or more
generally, to Lie group of point transformations, is that of an invariant, or a differential
invariant. A function F (x,u) is called invariant under the group of transformations (2.2)
when

F (x̄, ū) = F (x,u).

Locally, the invariance condition is given by the vanishing action of the transformation
generator (2.4), as a differential operator, on F :

v F (x,u) = 0.

One of the simplest methods to find invariants of a given one-parameter Lie group of
transformations (2.2) is through the solution of the characteristic system

dx1
ξ1

= . . . = dxs
ξ s

= du1
η1

= . . . = dun
ηn

,

yielding a solution that can be written in the form

I1(x,u) = c1, . . . , In+s−1(x,u) = cn+s−1, (2.11)

where ci are arbitrary integration constants, and I i are n+ s− 1 functionally independent
functions that do not involve any free integration constants. The functions {I i} are the
elementary transformation invariants;more general invariants canbeobtained as arbitrary
functions of {I i}.
Seeking invariants (2.11) forms an essential part of the procedure of seeking canonical

coordinates that are used to produce symmetry-reduced versions of physical models (e.g.,
[5,6]).
In a fashion similar to that for invariant functions, differential invariants of the group of

transformations (2.2) F [u], differential functions that may depend on x, u, and derivatives
of u to some order k , satisfy the invariance condition

v(k) F [u] = 0.

As an example, the scaling transformation (2.3) has invariants arising from solving the
system

dx
x

= dt
2t

= du
0
,

for example, I1 = x/
√
t, I2 = u, which allows one to seek symmetry-invariant solutions of

the diffusion equation in the form u(x, t) = f (x/
√
t). Differential invariants corresponding

to the scaling transformation (2.3) include x2ut , ut/uxx, utt/uxxxx, etc.

Equivalence transformations and their computation

In many cases, it is important to consider a class of mathematical models consisting
of governing dynamic equations and constitutive relations as a whole. Such models are
often given by systems of ordinary and/or partial differential equations, and/or algebraic
equations, forming a familyRp

Rσ (x,u,p) = 0, σ = 1, . . . , N, (2.12)

involving s independent variables x = (x1, . . . , xs), n dependent variables u(x) =
(u1(x), . . . , un(x)), and m arbitrary elements (constitutive functions and/or parameters)
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p = (p1, . . . , pm). The expressions Rσ in (2.12) may involve derivatives of u and functions
within p as necessary.
An equivalence transformation for a DE familyRp is commonly defined as a change of

variables and arbitrary elements

(x,u,p) → (x̄, ū, p̄) (2.13)

that maps every system of equations (2.12) into a system of equations in the same family
Rp (see, e.g., [6,16] and references therein).
Generally, no systematic procedure exists to compute explicit formulas of the transfor-

mations (2.13). However, equivalence transformations that form Lie groups, such as point
equivalence transformations

x̄i = fi(x,u;μ) = xi + μξ i(x,u) + O(μ2), i = 1, . . . , s,
ūν = gν(x,u;μ) = uν + μην(x,u) + O(μ2), ν = 1, . . . , n,
p̄λ = Gλ(Qλ;μ) = pλ + μθλ(Qλ) + O(μ2), λ = 1, . . . , m,

(2.14)

can be computed systematically, and therefore are commonly used in practice [15,16,33].
In (2.14), the form of the argument Qλ of the transformation Gλ and the tangent vector
field component θλ depends on the nature of the arbitrary element pλ, λ = 1, . . . , m. For
example, if p
 is a constitutive parameter, Qλ may be a set of constitutive parameters
of the model; if pλ is a constitutive function, then Qλ may involve quantities that pλ

depends on, and/or other constitutive functions with compatible dependencies. In the
above definition, the transformations form a group on the (x,u) space; in particular, the
transformations for x,u do not involve arbitrary elements. The infinitesimal generator for
(2.14) takes the form

v = ξ i
∂

∂xi
+ ην ∂

∂uν

+ θλ ∂

∂pλ

. (2.15)

Lie groups of equivalence transformations (2.14) are closely related to Lie groups (2.2)
of point symmetries mapping themodel equations (2.12) into themselves, without change
of the parameters [5,6].
As an elementary example of equivalence transformations (2.14), one can consider the

non-dimensionalization of (1+1)-dimensional linear linear wave equation

utt = c2uxx, c = const, (2.16)

for the unknown u(x, t). It is evident that the PDE family (2.16) clearly admits scaling and
translation-type equivalence transformations

x̄ = A3x + A1, t̄ = A4t + A2, ū(x̄, t̄) = A5u(x, t), c̄ = A3
A4

c, (2.17)

whereA1, . . . , A5 are arbitrary nonzero constants. Indeed, if u(x, t) is a solution of the PDE
(2.16) with a constitutive parameter c, then ū(x̄, t̄) is a solution of a PDE

ūt̄ t̄ = c̄2ūx̄x̄ , (2.18)

a member of the family (2.16) with a different constitutive parameter, c̄. In particular, if
A3 = L and A5 = u0 are the characteristic size and wave amplitude, then one can choose
A4 = A3c as the characteristic time of the model, and the PDE (2.18) will become

ūt̄ t̄ = ūx̄x̄ ,
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that is, dimensionless, and involving no parameters. This is the basic idea of parameter
reduction; similarly, when constitutive functions are involved, their forms may be sim-
plified using equivalence transformations. We note that in the form of Lie groups, the
transformations (2.17) include five one-parameter groups of equivalence transformations

x∗ = eμ3x + μ1, t∗ = eμ4 t + μ2, u∗(x∗, t∗) = eμ5u(x, t), c∗(u∗) = eμ3−μ4c(u),

(2.19)

with group parameters μi, i = 1, . . . , 5, and infinitesimal generators

v1 = ∂

∂x
, v2 = ∂

∂t
, v3 = x

∂

∂x
+ c

∂

∂c
, v4 = t

∂

∂t
− c

∂

∂c
, v5 = u

∂

∂u
. (2.20)

Various extensions of the notion of equivalence transformations (2.14) exist (see, e.g.,
[16] for a brief review). A natural extension arises when the transformation components
for the independent and/or dependent variables ξ i, ην are allowed to additionally depend
on arbitrary elements:

v = ξ i(x,u,p) ∂

∂xi
+ ην(x,u,p) ∂

∂uν

+ θλ(x,u,p) ∂

∂pλ

. (2.21)

These are referred to as groups of generalized equivalence transformations [15,34,35].
Lie groups of generalized equivalence transformations for a family of modelsRp (2.12)

can be constructed in the following manner. (Here for simplicity we assume that if the set
p involves arbitrary functions, these functions do not depend on derivatives of u.)

1. Replace the constitutive functions and/or parameters p by new dependent variables
(p1(x), . . ., pm(x)). Thus consider a newmodel given by a system of equations R̃with
n + m dependent variables and no arbitrary elements.

2. Seek point symmetries of R̃, with infinitesimal generators (2.21). Obtain the split
system of determining equations for the unknown symmetry generator components
ξ i(x,u,p), ην(x,u,p), θλ(x,u,p).

3. If the arbitrary elements p of the original model (2.12) contained arbitrary functions,
introduce restrictions of the form

∂ξ i(x,u,p)
∂pγ

= 0,
∂ην(x,u,p)

∂pδ

= 0,
∂θλ(x,u,p)

∂xj
= 0, (2.22)

etc., as appropriate, to exclude the dependence of transformation components of the
arbitrary elements on variables they do not depend on, as well as the dependence of
transformation components of the variables of the system on inappropriate arbitrary
elements. For example, for the DE family (2.16), the infinitesimal generator of the
generalized equivalence transformations has the form

v = ξ (x, t, u, c)
∂

∂x
+ τ (x, t, u, c)

∂

∂t
+ η(x, t, u, c)

∂

∂u
+ θ (x, t, u, c)

∂

∂c
, (2.23)

and since c = const, the transformation for c must not explicitly depend on the
variables x, t, u. Therefore the restrictions on the component θ are given by

∂θ (x, t, u, c)
∂x

= ∂θ (x, t, u, c)
∂t

= 0 = ∂θ (x, t, u, c)
∂u

= 0. (2.24)

4. In order to simplify computations, additional restrictions can be introduced at this
stage, for example,

∂ξ i(x, u, K )
∂pγ

= 0, i = 1, . . . , s, γ = 1, . . . , m, (2.25)
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if the transformations for the independent variables are assumed to be independent
of the arbitrary elements.

5. Append all restrictions, in the form of linear PDEs, to the split system of determining
equations.

6. Simplify and solve the augmented split system of determining equations, to find the
infinitesimal generators v (2.15) of the generalized equivalence transformations.

7. Integrate toobtain theglobal group (2.14) of generalized equivalence transformations

x̄i = fi(x,u,p;μ), i = 1, . . . , s,
ūμ = gμ(x,u,p;μ), μ = 1, . . . , n,
p̄
 = G
(x,u,p;μ), 
 = 1, . . . , m.

(2.26)

Specifically, for each infinitesimal generator (2.15), the correspondingone-parameter
Lie group of equivalence transformations is found through the solution of the initial-
value problem

d
dμ

x̄i = ξ i(x̄, ū, p̄), x̄i|μ=0 = xi, i = 1, . . . , s,
d
dμ

ūν = ην(x̄, ū, p̄), ūν |μ=0 = uν , ν = 1, . . . , n,
d
dμ

p̄λ = θλ(x̄, ū, p̄), p̄λ|μ=0 = pλ, λ = 1, . . . , m.

(2.27)

where μ is the group parameter.

After the equivalence transformation (2.26) have been found, they canbeused to observe
which forms of the arbitrary elements (constitutive functions and/or parameters) p can
be related to other sets of arbitrary elements p̄; such sets of related arbitrary elements
can be treated as one for all solution and classification purposes. In particular, the set p̄
can be chosen to eliminate or simplify the arbitrary element set p; as a result, one may
need to deal with a simpler model (e.g., a simpler PDE boundary value problem) than the
originally posed one.
The above procedure is readily generalized to the cases when the given model involves

arbitrary functions and their derivatives, and/or arbitrary functions that depend on more
complex combinations of independent and dependent variables and/or derivatives of
dependent variables of themodel. The latter, for example, is a common case for the stored
mechanical energy density function in hyperelasticity theory.
The construction of invariance relations is illustrated in the next section to construct

constitutive models for the creep and rupture behavior of metallic alloys. An example of
a computation of equivalence transformations for a family of nonlinear wave equations,
and the resulting significant simplification of the model using parameter reduction, is
presented in Section 5 below.

Invariance relations for the creep and rupture behavior of metallic alloys
One important field in which invariant relations are used is the high temperature creep
of metallic alloys, devoted to industrial applications. Landmarks in this context are the
Larson-Miller and the Dorn models (see e.g. [36] and the references therein). Those
relations intrinsically have the meaning of invariants, and further allow to extrapolate
experimental data at different temperatures, assuming that the microstructure of the
material remains stable during the creep test. The two main objectives of this kind of
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investigation are either the determination of the time needed to reach a given strain for
fixed stress and temperature, or the estimation of the time leading to rupture, in the same
controlled conditions. In principle, both problems, although interrelated (viscoplasticity is
coupled to damage), are treated separately, namely a creepproblem, anddamage leading to
rupture.We consider in the present study the creep behaviour of the 9Cr1Momartensitic
stainless steel, which is also known for its good thermal-fatigue strength and oxydation
resistance ([37]).
According to experts in the field, one of the most crucial problem in determining the

integrity of structural components is the creep behaviour of ferritic-martensitic steels
used in supercritical plants at high temperature due to their reduced cost, lower thermal
expansion coefficient, and better radiation stability combined with adequate corrosion
resistance (see [38] and the references therein) [39]. We approach the creep and rupture
behavior fromaphenomenological standpoint,with the objective to construct constitutive
laws for the creep and rupture of metallic alloys, relying on a combination of experimental
data and symmetry analysis. We shall rely on experimental data of [40], obtained for the
9Cr1Mo alloy, when submitted to creep tests carried out at different constant tempera-
tures and different constant stress levels.
In the present case, the observable variables are the strain rate u1 = ε̇ and the time to

rupture u2 = tR, while the control variables are the applied stress p1 = σ , the absolute
temperature p2 = T , and the time p3 = t.

Rupture behavior: master curves

Isothermal rupture curves at different temperatures are first considered, and represented
in the logarithmic plane (see Fig. 4). If we consider only “simple” geometrical mappings
such as translations or homothetic mappings, it can be seen that a master curve can be
obtained by shifting the curves along the log tR and log σ axis, as shown in Fig. 5. From a
mathematical point of view, one then looks for the following geometrical mapping:

⎧

⎪⎨

⎪⎩

T̄ = T + μ

log t̄R = a1(μ) + log tR
log σ̄ = b1(μ) + log σ

(3.1)

with a1(μ) and b1(μ) the shift factors along the log tR and log σ axis respectively. If the
(arbitrary) chosenvalueof T̄ is 748K, thena1(μ) andb1(μ) correspond to the shift required
to move the curve at T to make it coincide with those at T̄ , if μ is defined by T̄ = T + μ.
If we assume that Eqs. (3.1) define a Lie group, then the standard Lie group axioms have
to be fulfilled (cf. [5]). It can be readily shown that they yield the following conditions to
be satisfied by functions a1(μ) and b1(μ):

⎧

⎪⎨

⎪⎩

a1(0) = 0
a1(−μ) = −a1(μ)

a1(μ1 + μ2) = a1(μ1) + a1(μ2)
,

⎧

⎪⎨

⎪⎩

b1(0) = 0
b1(−μ) = −b1(μ)

b1(μ1 + μ2) = b1(μ1) + b1(μ2)
(3.2)

for all μ, μ1, μ2 in R. From Eqs. (3.2), one can infer the linearity of a1(μ) and b1(μ) with
respect to μ:

a1(μ) = αμ, b1(μ) = βμ, (3.3)

where α and β are true constants. Those last relations are in great accordance with the
experimental values of the shift factors. The two fits give the following values of the
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coefficients:

α = −0.0403636, β = −0.00584727, (3.4)

that will be used here and in all subsequent developments. Hence, if one inserts (3.3) into
(3.1), the following observed Lie group is obtained:

Gobs
1 :

⎧

⎪⎨

⎪⎩

T̄ = T + μ

t̄R = eαμtR
σ̄ = eβμσ

(3.5)

and maps an experimental curve into another one. Of course, this Lie group is only valid
for the explored values of T , but its validity is presently assumed for all T between the
extremal values 748K and 923K. The components of the generator vobs1 associated with
Gobs
1 are given by the derivation of Eqs. (3.5) with respect to μ at μ = 0, viz:

vobs1 = α tR
∂

∂tR
+ β σ

∂

∂σ
+ ∂

∂T
. (3.6)

TheLie group generated by this vector field allows to shift all rupture responses in the same
plane to the response obtained for a chosen reference temperature; the curve associated
with this response is designated as the master curve. A similar strategy may be applied
to the curves presented in Fig. 6, picturing the “isostrain” creep curves in the logarithmic
plane log σ vs. log t. As previously, one shall search the transformation rules:

⎧

⎪⎨

⎪⎩

ε̄ = eμε

log t̄ = a2(μ) + log t
log σ̄ = b2(μ) + log σ

(3.7)

mapping a curve at ε to a reference curve at ε̄ = 5% (observe that the chosen value of the
reference strain is arbitrary). The obtained master curve is shown in Fig. 7. The axioms of
Lie symmetries lead as in section 3.1 to the linearity of a2(μ) and b2(μ) with respect to μ:

a2(μ) = γμ, b2(μ) = δμ, (3.8)

with γ and δ new constants given by:

γ = 1.57167, δ = −0.0172415. (3.9)

The calculated linear fit of a2(μ) and b2(μ) is validated in Fig. 8, and a second Lie group
Gobs
2 is obtained by inserting (3.8) into (3.7):

Gobs
2 :

⎧

⎪⎨

⎪⎩

ε̄ = eμε

t̄ = eγμt
σ̄ = eδμσ .

(3.10)

The generator vobs2 of Gobs
2 is given by:

vobs2 = γ t
∂

∂t
+ δσ

∂

∂σ
+ ε

∂

∂ε
. (3.11)

Theprolongations of the vector fields vobs1 and vobs2 account for the componentwith respect
to ε̇ and shall prove useful in the sequel. They can be computed with the prolongation
formulae ([5]):

pr(1)vobs1 = αtR
∂

∂tR
+ βσ

∂

∂σ
+ ∂

∂T
,

pr(1)vobs2 = γ t
∂

∂t
+ δσ

∂

∂σ
+ ε

∂

∂ε
+ ε̇(1 − γ )

∂

∂ε̇
. (3.12)
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At this stage, recall that two generators (vobs1 and vobs2 ) have been identified from the
experimental data set. We now look for a set of constitutive equations that can capture
the creep behaviour of the material. The first constitutive relation expresses the rupture
time tR versus the loading parameters (T and σ in the present case) while the second one
gives the evolution of the strain rate ε̇ as a function of t, σ , ε, and T :

�1 = tR − f (σ , T ) = 0, (3.13)

�2 = ε̇ − h(t, σ , ε, T ) = 0. (3.14)

In those two equations, h and f are unknown functions that will be further determined.
As concerns the classification of symmetries, it seems reasonable to apply the symmetry
condition vobs1 to�1 and vobs2 to�2. Indeed, the generator vobs1 (vobs2 respectively) has been
built by only considering rupture curves (creep curves respectively). The satisfaction of
those symmetry conditions means that each constitutive law (creep and rupture) keeps
the same form and remains valid when the considered parameter changes. Finally, the
complete set of symmetry conditions writes:

pr(1)vobs1 �1 = 0, whenever �1 = 0, (3.15)

pr(1)vobs2 �2 = 0, whenever �2 = 0, (3.16)

and it is associated with the sets K1 = {1} and K2 = {2}. The next step consists in writing
the constitutive models in terms of invariants.

Formulation of the constitutive equations for creep and rupture

As m1 = 1 and m2 = 1, the methodologies described in section 2 can be applied. The
first methodology (direct solving of the symmetry conditions) has already been applied in
[11]; we shall here consider the strategy involving a combination of invariants, in the spirit
of the extrapolation methods of the literature, see the review article [36] and references
therein. Thus, one looks for two new functions �1(I1, I2) and �2(J1, J2, J3) such that

�1(I1, I2) = 0 ⇔ �1 = 0, (3.17)

�2(J1, J2, J3) = 0 ⇔ �2 = 0, (3.18)

with I1, I2 the invariants of vobs1 given by the solution of the system
dtR
αtR

= dσ

βσ
= dT, (3.19)

and J1, J2, J3 the invariants of vobs2 given by the solution of the same characteristic system:
dt
γ t

= dσ

δσ
= dε

ε
= dε̇

(1 − γ )ε̇
. (3.20)

Solving (3.19) and (3.20) gives the following invariants for rupture

I1 = log tR − αT, I2 = log σ − βT, (3.21)

and creep

J1 = log t − γ log ε, J2 = log σ − δ log ε, J3 = log ε̇ − (1 − γ ) log ε. (3.22)

Considering rupture, the experimental representation of log(tR) vs. 1/T pictured in Fig. 9
suggests a relation of the form:

log tR ≈ F1(σ )
T

+ F2(σ ). (3.23)
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We here decide to keep the dependence of the slope F1 with respect to σ , since the very
low number of experimental points in Fig. 9 does not allow to assume a constant slope. To
follow as closely as possible the mathematical structure of (3.23), the following expression
is proposed:

�1(I1, I2) = K1
I2

+ K2I1 + K3I2 = 0, (3.24)

in which K1, K2, K3 are constants, which warrants a hyperbolic dependence with respect
to T . Eq. (3.24) leads to:

log tR = a
log σ − βT

+ b log σ + (α − bβ)T (3.25)

with a = −K1/K2 and b = −K3/K2 new constants. Eq. (3.25) shows that a linear term inT
appears by combining the invariants I1 and I2, giving a relation which slightly differs from
the Larson-Miller or Dorn relationships. However, this linear term is necessary to fullfill
the symmetry condition (3.15) that follows from the experimental data set. The validation
of Eq. (3.25) is given in Fig. 10, in which a good agreement with the experimental data
presented in [40] is observed (the coefficients a and b are adjusted). As to the creep strain
rate, we introduce in accordance with the “convenient creep laws” of [40] the power
function:

�2(J1, J2, J3) = eJ3 − AecJ1edJ2 = ε̇ε−(1−γ ) − Atcε−cγ σ dε−dδ = 0 (3.26)

with A, c and d some constants, which leads in turn to:

ε̇ = Atcσ dε1−γ−cγ−dδ . (3.27)

It can be easily shown that the symmetry conditions (3.15) and (3.16) are fulfilled. If we
denote by (i) ε(t = 0, σ , T ) = ε0(σ , T ) the initial value of the strain ε and (ii) the exponent
ν = γ + cγ + dδ, then the resolution of Eq. (3.27) allows to write:

ε(t) = (1 + c)−1/ν
[

(1 + c)ε0(σ , T )ν + Aνtc+1σ d
]1/ν

. (3.28)

If the temperature T and the strain ε are assigned fixed values, and if we assume that the
initial strain can be written in terms of a Hookean relation:

ε0(σ , T ) = σ

E(T )
(3.29)

withE(T ) theYoungmodulus atT , then the “isostrain” curvesmaybe obtainedby express-
ing the time t(σ ) from Eq. (3.28), viz:

t(σ ) =
[
(c + 1)(εν − σνE(T )−ν)

Aνσ d

]1/(1+c)
. (3.30)

The inverse functional dependence σ (t) can be numerically calculated. The validation
of the model log σ vs. log t can then be carried out through Eq. (3.30), and is pictured
in Fig. 11; the model and the experimental data are seen to be in good agreement (the
coefficients E(T ), A and c, d are here adjusted). Figure. 12 pictures the creep curves at
different stress levels as predicted by the present model.

Computation of the Lie algebra for creep and rupture

To summarize the previous sections, the following constitutive equations have been
obtained as representative of the creep and rupture behaviours of the considered 9Cr1Mo
stainless steel:

ε̇ = Atcσ dε1−γ−cγ−dδ if t ≤ tR, (3.31)



Ganghoffer et al. Adv. Model. and Simul. in Eng. Sci.            (2021) 8:1 Page 15 of 34

Table 1 Some creep invariants encountered in the literature (see, e.g., Ref. [61])

Authors Invariant(s)

Larson & Miller T (log t + log B2)

Dorn B1
T − log t

Monkman-Grant log tR + m log ε̇min

Modified Monkman-Grant log
(
tR
εR

)

+ m′ log ε̇min

Table 2 Commutator table of the Lie algebra of Eq. (3.31)

v12 v22 v32 v42
v12 0 0 (c + 1)v12 2(c + 1)v12
v22 0 0 (c + 1)v22 (c + 1)v22
v32 −(c + 1)v12 −(c + 1)v22 0 0

v42 −2(c + 1)v12 −(c + 1)v22 0 0

tR = σ be
a

log σ−βT +(α−bβ)T . (3.32)

Those formulations of the constitutive laws are compatible with the observed master
curves. We can now proceed to the Lie analysis of these constitutive equations.
The Lie algebra of the creep model is computed following the methodology described

by [5]. It contains 4 generators vi2, i = 1, · · · , 4 with prolongations given by:

pr(1)v12 = σ dt−c ∂

∂t
+ cε̇σ dt−c−1 ∂

∂ε̇
, (3.33)

pr(1)v22 = σ dε1−ν ∂

∂ε
+ (1 − ν)σ dε−ν ε̇

∂

∂ε̇
, (3.34)

pr(1)v32 = t
∂

∂t
+
(
c + 1

ν

)

ε
∂

∂ε
+
(
c + 1 − ν

ν

)

ε̇
∂

∂ε̇
, (3.35)

pr(1)v42 = t
∂

∂t
−
(
c + 1
d

)

σ
∂

∂σ
− ε̇

∂

∂ε̇
, (3.36)

in which we recall that ν = γ + cγ + dδ. The commutation table of this Lie algebra is
given in Table 2. In order to show the practical interest of this table, let us consider the
particular combination of the calculated generators:

ν

c + 1

(

pr(1)v32 +
(
c + 1 − ν

ν

)

pr(1)v42
)

= t
∂

∂t
+ ε

∂

∂ε
−
(
c + 1 − ν

d

)

σ
∂

∂σ
(3.37)

which has no component with respect to ε̇ and which is obviously a Lie symmetry of
(3.31). The flow of this generator is given in logarithmic double axes by:

⎧

⎪⎨

⎪⎩

log t̄ = μ + log t
log σ̄ = − ( c+1−ν

d
)

μ + log σ

log ε̄ = μ + log ε.
(3.38)

This last set of relations is of great interest since it describes a master curve in the log ε vs.
log t representation. More precisely, the curve log ε̄ vs. log t̄ obtained for a stress level σ̄ is
linked to the curve obtained for σ by a translation of vector (μ,μ), the shift being defined
by μ = d

c+1−ν
log(σ/σ̄ ).

The Lie algebra of the rupture model has two generators vi1, i = 1, 2, given by:

v11 = tR
(
b (log σ − βT )2 − a

log σ − βT

)
∂

∂tR
+ σ (log σ − βT )

∂

∂σ
, (3.39)

v21 = tR
(
(α − bβ) (log σ − βT )2 + aβ

log σ − βT

)
∂

∂tR
+ (log σ − βT )

∂

∂T
, (3.40)
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Table 3 Commutator table of the Lie algebra of Eq. (3.32)

v11 v21
v11 0 βv11 + v21
v21 −βv11 − v21 0

Table 4 Some creep laws encountered in the literature (see, e.g., Ref. [61])

References Relationship

[71,72] ε = f1(σ )f2(t)f3(T )

[73–76] ε̇ = f1(σ )f2(t)f3(T )

[73,74,77,78] ε̇ = g1(σ )g2(εc )g3(T )

[74] E(t)�[ε(t)] = σ (t) + ∫ t
0 K (t, τ )σ (τ )dτ

and its commutator table is given in Table 3. If we denote by φ1,tR and φ2,tR the component
in tR of v11 and v21 respectively, then the following local combination:

v = φ2,tRv11 − φ1,tRv21
tR

= σ
[

aβ + (α − bβ)(log σ − βT )2
] ∂

∂σ

+ (a − b(log σ − βT )2
) ∂

∂T
(3.41)

is a symmetry of Eq. (3.32) having no component in tR and whose components in σ and T
do not depend on tR. Consequently, v has the form of Eq. (2.4), and the flow of this vector
field is given by the solution of the system of differential equations (2.6):

dσ̄

dμ
= σ̄

[

aβ + (α − bβ)(log σ̄ − βT̄ )2
]

(3.42)

dT̄
dμ

= a − b(log σ̄ − βT̄ )2 (3.43)

with the initial conditions

σ̄ (0) = σ , T̄ (0) = T (3.44)

and the equality t̄R = tR. Consequently, the numerical solution of (3.42) and (3.43) pro-
vides a parametric representation (T (μ), σ (μ)) of the “iso-tR” curves in the (T, σ ) plane,
see Fig. 13. This kind of theoretical chart is of high practical interest, as it allows to extrap-
olate the rupture time of a specimen at any stress level or any temperature, provided that
the rupture time is known for a given value of σ and T .
Summarizing this section, material data have been given the structure of experimental

Lie groups, using as a subsequent step the Lie group structure to construct a material
constitutive law in terms of initially unknonw constitutive functions. The Lie symmetries
can accordingly be considered as an interpolation method enabling to link in a continu-
ous manner experimental data, but relying on a well-chosen limited set of experimental
measurements.

Invariance relations andmaster responses associated to a rheological model
The formulation of the constitutive model including a set of parameters is here followed
by the symmetry analysis, leading to invariance relations and master responses inherent
to themodel. In the context of rheology, this approach proves quite promising for dissipa-
tive material with a complex nonlinear constitutive law, including the state laws satisfied
by the observable variables and the kinetics of internal variables traducing the evolution
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Fig. 1 Construction and predictions of constitutive models from data and symmetry methods (see Ref. [41])

laws of the internal variables. The invariants associated to those symmetries can then be
calculated and used to synthesize the material’s response into master responses reflecting
the material’s response when the control parameters change. The proposed algorithm
reflecting the entire methodology is summarized in the diagram of Fig. 1. The formula-
tion of rheological models can be guided by the framework of the thermodynamics of
irreversible processes, as explained in the sequel.

Construction of the constitutive laws in the framework of TIP

In mechanics or rheology, constitutive laws for dissipative materials are generally written
under the umbrella of the thermodynamics of irreversible processes (TIP) [42], relying on
the energy density to describe the energetic part of the constitutive law and the dissipation
potential for its dissipative part. Relying on Callen’s axiomatic, [43], and a generalization
of De Donder’s thermodynamics, let the total internal energy E(y, z) characterizing the
medium depend on a set of extensive variables y = (S, V ε, Nk ...), where S, V ε, and Nk
are respectively the entropy, the volume weighted deformation, the number of moles of
the kth species, further identified to a set of internal variables z describing the irreversible
evolution of themicrostructure (such as plasticity, viscoplasticity, and damage). The ther-
modynamical system is a finite volume V with boundary ∂V of a solid continuum body.
The extensity property of E expresses as

E(λy, λz) = λE(y, z). (4.1)
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Taking the derivative of previous equation with respect to λ at λ = 1, the Euler relation
is obtained in the form of the Gibbs relation

E(y, z) = Y (y, z).y − A(y, z).z (4.2)

satisfied by the internal energy E(y, z), with Y = E,y the intensive variables (vector) and
A = −E,z the generalized non equilibrium forces respectively. The intensive variables are
dual of the extensive ones in a thermodynamical sense. For example, the second order
Cauchy stress tensor σ , is conjugated to the second order strain tensor ε. The extensive
variables are called control variables, since they are the arguments of an appropriate
thermodynamical potential. Accounting for the Gibbs relation:

dE
dt

(y, z) = Y (y, z). dy
dt

− A(y, z). dz
dt

, (4.3)

the Gibbs-Duhem relation results from the differentiation of Eq. (4.2), viz

y. dY
dt

− z. dA
dt

= 0. (4.4)

The constitutive law is specified in rate form from the total time derivation of the
intensive variables Y and A as

Ẏ (y, z) = au(y, z).ẏ + b(y, z).ż
−Ȧ(y, z) = bT (y, z).ẏ + g(y, z).ż (4.5)

with au(y, z) = E,yy the Tisza matrix, b(y, z) = E,zy , g(y, z) = E,zz the coupling and the
dissipation matrices respectively, [44].
In the more general setting of the theory of irreversible process (abbreviated T.I.P.)

or the thermodynamics with internal variables (abbreviated T.I.V.), the kinetic laws of
the internal variables are written based on the setting up of the dissipation potential D,
a positive and homogeneous function of degree n in the rate of the internal variables,
[42], allowing to express the thermodynamic forces or affinities reflecting all dissipative
variables A versus the dual internal variable z as

A(z) = ∂D
∂ ż . (4.6)

Using previous relation results in a dissipation expressing as

� = A.ż = ∂D(z)
∂ ż = nD ≥ 0 (4.7)

due to Euler’s identity for homogeneous functions of degree n (in classical T.I.P.,D is taken
as homogeneous of degree two). The previous relation can be inverted to give the rate of
the internal variable versus the affinity, using the Legendre-Fenchel transform, involving
the pseudo-potential of dissipation, defined as

D∗(A) = sup
A

(A.ż − D(ż)) (4.8)

where A is restricted to a convex set K , [42]. When D∗(A) is differentiable, the evolution
law of the internal variable z is given by

ż = ∂D∗(A)
∂A . (4.9)

Choosing as a specific model a quadratic and convex pseudo potential of dissipation D∗,
one obtains the following set of independent non linear kinetic relations (for a number of
N processes)

żk = −zk − zrk
τk

, k = 1..N, (4.10)
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considering a spectral decomposition of dissipative phenomena modelled by internal
variables żk . The variables zrk represent the value of the internal variable z at its relaxed
equilibrium state, for the dissipationmode k , defined as the state for which the thermody-
namic affinity Ar vanishes. The distribution of the relaxation times therein τk is described
from Prigogine’s fluctuation theorem, the contribution of each mode being proportional
to the square root of the corresponding relaxation time [44].
A Lagrangian formulation of the previous dissipative constitutive laws is further con-

structed by the homotopy formula from the self-adjoint system of PDE’s (4.5), accounting
for the Gibbs relation Gibbs-Duhem relations (4.4), see [45,46]:

L = E,y · ẏ + E,z · ż = dE(y, z)
dt

. (4.11)

This thermodynamic Lagrangian incorporates the thermodynamic information related
to the material, in terms of relations between the extensive control variables and the
dual intensive thermodynamic forces, where the generalized coordinates {y, z, ẏ, ż} cor-
respond to the Lagrange variables of the considered spatially uniform system. The set of
internal variables completes the set of control variables, ensuring the self-adjointness of
the constitutive equations [45]. The kinetic information, viz the set of equations (4.10) is
then incorporated into the previous thermodynamic Lagrangian via Lagrange multipli-
ers λ = {λk , k = 1..N }, hence the augmented Lagrangian, Laug , accounting for both the
thermodynamic and the kinetic information inherent to the material’s constitutive law,
writes

laug = ė +
N
∑

k=1
λk

(

żk + zk − zrk
τk

)

, (4.12)

where the internal energy E has been replaced by the internal energy density e, which also
satisfies theMaxwell conditions. TheLagrangian density laug in Eq. (4.12) is the volumetric
density of a Lagrangian Laug , such that

Laug =
∫

V
laugdV. (4.13)

The Lagrange multipliers in laug resemble thermodynamic affinities dual to the rate of
internal variables, hence the kinetic part of the total Lagrangian thereabove resembles a
dissipation potential. Observe that the incorporation of the kinetic laws Eq. (4.10) clearly
breaks the symmetry (discrete symmetry) under time reversal t → −t, since the new
Lagrangian contains an irreversible information. The set of Lagrange equations obtained
from the stationarity condition of the action functional built from laug is completely equiv-
alent to the constitutive equations (4.5) and the kinetic laws (4.10). The kinetic evolution
equations Eq. (4.9) have symmetry properties depending on the specific form taken by the
relaxation time therein.

Symmetry analysis of the augmented Lagrangian

Relying on the formulated least action principle of the dissipative constitutive laws, we
next exploit the associated variational symmetries to determine invariance properties
of the set of constitutive equations (thermodynamic and kinetic informations), relying
on the methodology presented in [45–48]. We focus in the sequel (but without lost of
generality) on the specific energy e(ε, s, zk ), depending on the strain ε, the specific entropy
s, and some specific internal variables zk , k = 1..N , accounting for internal dissipative
phenomena (related to the microstructure).
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The search for the variational symmetries of the Jacobi action built from the augmented
Lagrangian amounts to find the infinitesimal generators on the (first order) jet space
sustained by the control variables {t, ε, s, zk}. As a concrete illustration, and without loss of
generality, considering the time t as the sole independent variable and as the dependent
variables the vector y = ε, s, zk , a generator of a symmetry group expresses as

vcont = ξ
∂

∂t
+ φε ∂

∂ε
+ φs ∂

∂s
+ φzk ∂

∂zk
(4.14)

with the variations of the dependent variables given by

δε = μφε ; δs = μφs ; δzk = μφzk , (4.15)

with μ the group parameter, [5]. In Eq. (4.14), the subscript “cont” means that only
components with respect to control variables are at first introduced. The variations given
in Eq. (4.15) are responsible for the variations of intensive observable variables δσ , δT ,
and δAk , obtained from the second partial derivatives of the potential e. The symmetry
group acting on the set of variables {t, ε, s, zk} is automatically extended to the enlarged set
of variables {t, ε, s, zk , σ , T, Ak}: thereby, the total vector field, generator of the symmetries
of the constitutive laws, is decomposed into the sum of the “control” vector field and the
“observable” vector field:

v = vcont + vobs with vobs = φσ ∂

∂σ
+ φT ∂

∂T
+ φAk

∂

∂Ak
. (4.16)

The components of the intensive variables of the observable and internal vector fields
are given by the structure of the constitutive law (Eq. 4.5) for the elementary representative
volume element (RVE):

φσ = e,εεφε + e,sεφs + e,zkεφ
zk (4.17)

φT = e,εsφε + e,ssφs + e,zk sφ
zk (4.18)

φAi = e,εziφ
ε + e,sziφ

s + e,zk ziφ
zk . (4.19)

The components of the vector field vobs are thus completely determined by those of the
vector field vcont . Let return now to a general situation, and decompose the Lagrangian of
Eq. (4.12) into a thermodynamic and a kinetic contribution, as

laug = lthermo + lkine (4.20)

with

lthermo = ė and lkine =
N
∑

k=1
λk
(

żk + zk − zrk
τk

)

. (4.21)

As shown previously, the invariance condition associated with the sole contribution
lthermo is automatically verified, see also [45]. The satisfaction of the Euler-Lagrange equa-
tions for ė as a Lagrangian is fully equivalent to the Maxwell conditions for the second
order partial derivatives of the potential function e. Thus, the invariance condition of the
action integral simplifies to the differential condition involving the sole kinetic informa-
tion (and kinetic Lagrangian)

pr(1)vlkine + lkineDivξ = 0, (4.22)

accounting for the relation Divξ = Dtξ = ξ̇.
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The connection between the variational symmetry condition and the local symmetry of
the field equations is next established. If v is a variational symmetry for some functional
S = ∫

t
∫

V ldVdt, it is also a symmetry of the corresponding Lagrange equations:

pr(1)vl + lDivξ = 0 ⇒ pr(1)v (E(l)) = 0, (4.23)

but the converse is generally not true: the set of all variational symmetries denoted by GS
is always included into the set of local symmetries, G�, i.e. GS ⊂ G�. In the present case,
we consider only variational symmetries along the optimal path where the constitutive
laws are satisfied. Accounting for the expression of lkine, viz

lkine =
N
∑

k=1
λk
(

żk + zk − zrk
τk

)

, (4.24)

the condition lkine = 0 is satisfied along the optimal path , hence the variational symmetry
condition resumes to

pr(1)vlkine = 0 whenever lkine = 0. (4.25)

Thanks to the linearity of the prolongation and doing a spectral decomposition of the
dissipative mechanisms, the evolution of the internal variables are mutually independent,
hence the symmetry conditions (4.25) may be decoupled, resulting in the new set of N
independent symmetry conditions:

pr(1)v
(

żk + zk − zrk
τk

)

= 0 whenever żk + zk − zrk
τk

= 0, (4.26)

which is equivalent to the local symmetry condition.
The same condition holds for the more general evolution equation (4.9), thus allowing

to extend the symmetry analysis to more complex dissipative phenomena. A classification
of symmetries according to the form of the pseudo-potential of dissipation can also be
done. Previous considerations entail that variational symmetries along the optimal path
are fully equivalent to local symmetries directly computed from the constitutive laws.
The symmetries of the formulated augmented lagrangian formulation are those of the
pseudo-potential of dissipation D∗(A). The infinitesimal generator of the general invari-
ance condition (4.25) is also split into the sum of a control and an observable vector field,
with the components of the last contribution completely expressed from the components
of the control vector; this implies searching for symmetries in a subset of the total jet
space, since the state laws for the observable variables are automatically satisfied.
The presented general thermodynamically based material framework originates in pio-
neering works [49–52], and it covers a broad spectrum of rheological models in viscoelas-
ticity, viscoplasticity, plasticity and also continuum damage mechanics.
In the next section, the invariance properties of the constitutive equations are exploited
to set up a predictive methodology allowing to condense the materials response into
equivalence principles. This has consequences on the experimental side, since the later
enable to define equivalent experimental set up allowing a gain of time by selecting an
optimal set of control variables (e.g. temperature, strain rate).

Invariance properties of the constitutive equations

Considering for instance a general internal variable formulation of inelasticity for gener-
alized standard materials, the symmetries of the constutive laws are implicitly reflected
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by the form taken by the thermodynamic potential (or the pseudo potential of dissipation
introduced in Eq. (4.8)) and the dissipation function. The search for the Lie groups of
constitutive laws is further used as a systematic tool for the construction of the so-called
master curves, that condense the information related to the behavior of a material under
varying experimental conditions. The experimental conditions are defined by the values
taken by a set of control parameters such as temperature, strain rate. Hence, the knowl-
edge of symmetry groups allows a prediction regarding the modification of the material’s
response when these parameters vary. Thus, starting from a known set of constitutive
equations, i.e. a known expression for e, zrk and τk , it is a priori possible to compute
some symmetries of the behavior by applying the symmetry condition (4.26). Due to the
equivalence of the local and variational symmetry conditions, a conservation law may be
obtained using Noether’s theorem, viz DivP = 0, with

Pi =
q
∑

k=1

4
∑

j=1
ξjuk,j

∂lkine
∂uk,i

−
q
∑

j=1
φj

∂lkine
∂uj,i

− ξilkine, (4.27)

see e.g. [5], with lkine the kinetic Lagrangian density, defined in the general thermodynamic
setting exposed in the previous section as

lkine =
∑

k
λk

(

żk − ∂D∗(A)
∂Ak

)

≡ 0. (4.28)

Recall that the dependent variables arguments of the kinetic Lagrangian, viz the variables
uk , are internal variables. For a uniform elementary representative volume element, only
the time derivative appears in previous conservation law expression; BVPs accounting for
the spatial variation of the fields over spatial domains will be considered later on in this
contribution.

Application: construction of the master curve of a dry polyamid (PA66) and time

temperature equivalence

The invariants build from the Lie symmetry analysis of the constitutive law will further be
translated intomaster curves, as explained below. The constitutivemodel set up presently
for the purpose of uniaxial tests involves the strain ε as control variable, and the stress σ

as the corresponding observable variable. The temperature T , dual of the entropy s, plays
the role of a parameter. The internal variables zk and the thermodynamic affinities Ak are
not controlled; their values at the relaxed state are governed by the strain history. The
exploitation of the general constitutive Eq. (4.5) and (4.10) delivers the following state law
(see [53]):

⎧

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

σ̇ − Euε̇ +
n
∑

k=1
b1k

zk − zrk
τk

= 0

−ṡ + αuEuε̇ +
n
∑

k=1
b2k

zk − zrk
τk

= 0

−Ȧi − b1i ε̇ +
n
∑

k=1
gik

zk − zrk
τk

= 0 i = 1..n

(4.29)

with Eu the constant instantaneous Young’s modulus, b1k , αu (dilatation coefficients), b2k ,
and gik being defined from the second order partial derivatives of the Helmholtz free
energy, see [54]. The simplest model for the evolution of the internal variables is

zrk = ckε. (4.30)
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If one starts from a particular expression of the kinetic laws, involving a temperature
dependence of the relaxation times of Arrhenius kind, the following kinetic model may
be written

żk + zk − ckε
h
kT exp

(
�H−T�Sk

RT

) = 0, (4.31)

where h is the Planck constant, k the Boltzmann constant, R the gas constant, ck , �H ,
�Sk some material constants. The required symmetry condition expresses accordingly

pr(1)v
⎛

⎝żk + zk − ckε
h
kT exp

(
�H−T�Sk

RT

)

⎞

⎠ = 0. (4.32)

The particular solution is obtained

v0 = ξ
∂

∂t
+ φT ∂

∂T
+ φσ ∂

∂σ
+ φs ∂

∂s
+ φAk

∂

∂Ak
(4.33)

with:

ξ = t; φT = − RT 2

RT + �H
; φσ = −αuEuφT ;

φAk = −b2k ; φT ; φε = 0; φzk = 0. (4.34)

This solution is further interpreted as a mathematical formulation of the so-called
time-temperature equivalence principle for polymers. The integration of the induced first
order differential system leads to a one-parameter group of transformations, where the
temperature is transformed as

T̄ = exp
(

LW

(

�H
R

exp
(

μT − T ln(T ∗) + �H
R

T

))

−μ + lnT ∗ − �H
RT

)

(4.35)

with LW (x) the Lambert function, and T ∗ = T/T0 with T0 = 1K. The theoretical shift
factor is obtained by inverting the previous implicit relation:

μ(T, T̄ )
ln 10

= �H (T − T̄ )
RTT̄ ln 10

+ 1
ln 10

ln
T
T̄
. (4.36)

This explicit expression of the group parameter μ(T, T̄ ) highlights an invariance prop-
erty satisfied by the secant modulus Es(t, T ), defined as the ratio of stress to strain:

Es(t, T ) = σ (t, T )
ε(t, T )

= σ̄ (t̄ , T̄ )
ε̄(t̄ , T̄ )

= Es(t̄ , T̄ ) = Es(eμt, T̄ ) (4.37)

leading to the logarithmic relation between times:

log t̄ = log t + μ

ln 10
(4.38)

This allows rewriting Eq. (4.37) under the form:

Es(log t, T ) = Es(log t + μ

ln 10
, T̄ ). (4.39)

This relation links the two secant moduli Es(log t̄ , T̄ ) and Es(log t, T ) obtained at T̄ and
T by a translation by μ

ln 10 on the time logarithmic scale, given explicitly in Eq. (4.36).
The obtained invariance property is a theoretical formulation of the time-temperature
equivalence principle. The latter was successfully confirmed by experimental data on
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Fig. 2 Experimental secant modulus Es(t, T ) vs time t (log-log representation) for PA66 at different
temperatures, see Ref. [54]
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Fig. 3 Master curve obtained at 393K by translation of curves in Fig. 2 along the time axis, see Ref. [61]

various materials, and fitted with the empirical Williams-Landel-Ferry (WLF) expression
(see e.g. [55–57]) or the Kohlrausch relation ([58–60]).
As an illustration of the time-temperature equivalence principle, and referring to the

experimental validation of the predicted shift factor (DM-P5), let consider the data sum-
marized in Fig. 2. The evolution of the secant modulus Es(t, T ) for isothermal tests on a
polymer (polyamid 66, PA66) is plotted at different constant temperatures and for a given
strain rate (ε̇ = 1.8 × 10−4 s−1). Every curve is parameterized by the temperature T̄ (in
the range 413K – 453K) and can be translated along the log t axis with a horizontal shift
factor aT̄→T to coincide with a unique curve. This unique curve is called “master curve”
at the reference temperature T = 393K , see Fig. 3.
The notion of equivalence transformation is exemplified below for the case of nonlinear

wave propagation in fiber-reinforced materials, showing that the initial model including
several parameters can be reduced to a model with no arbitrary parameters.
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Fig. 4 Experimental stress vs. rupture at different temperatures, see Ref. [61]
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Fig. 5 Experimental master curve at the reference temperature T̄ = 748 K obtained by shifting the curves of
Fig. 4 along the log tR and log σ axis (from Ref. [61])
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Fig. 6 Experimental stress vs. time responses at different strain levels in the logarithmic plane (T = 773 K)
(from Ref. [61])
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Nonlinear anti-plane shear wavemodels for fiber-reinforcedmaterials:
equivalence transformations and constitutivemodel simplification
Multiple mechanical models of elastic structures such as biological and cell membranes,
textiles, and rubbers, are modeled using the framework of incompressible hyperelasticity,
which may include anisotropy effects such as a presence of elastic fibers [62]. In a solid
body in three dimensions, the actual position x = (x1, x2, x3) of a material point depends
on its Lagrange coordinates X = (X1, X2, X3) and time t:

x = φ (X , t) .

The deformation gradient is given by

F (X , t) = ∇φ, Fij = ∂φi
∂Xj

; (5.1)

for the incompressible case, the Jacobian J = det F = 1. The full system of equations
of motion of an incompressible hyperelastic material in three dimensions is given by the
Newton’s second law (momentum balance equation) and the incompressibility condition:

ρ0xtt = div(X )P + ρ0R, J = det F = 1. (5.2)

In (5.2), ρ0 is the Lagrangianmass density,P is the first Piola-Kirchhoff tensor computed
from the strain energy density W , and R = R(X , t) is the total body force per unit mass.
The arbitrary element present in this class of models is the functional form of the strain
energy density functionW :

W = Wiso(I1, I2) + Waniso(I4 , . . . , I9),

where Wiso and Waniso are isotropic and anisotropic contributions, respectively; I1, I2
are invariants of the right Cauchy-Green deformation tensor C = FTF, and I4 , . . . , I9
are pseudo-invariants involving fiber direction vectors (for details, see, e.g., [62,63], and
references therein). A wide class of materials is described using Mooney-Rivlin isotropic
energy part and the standard reinforcement anisotropic model [63]:

W = a(I1 − 3) + b(I2 − 3) + q(I4 − 1)2, (5.3)

where a, b, q > 0 are constant material parameters.
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In [63], it has been shown that for a shear wave propagating in X1-direction, i.e., with
finite displacements G(X1, t) arising from the incompressibility-compatible ansatz

x =
⎡

⎢
⎣

X1
X2

X3 + G(X1, t)

⎤

⎥
⎦ ,

in a medium with a single fiber family making an angle γ with the X1-direction, the
displacement G(X1, t) satisfies

Gtt = (

α + β cos2 γ
(

3 cos2 γ (Gx)2 + 6 sin γ cos γ Gx + 2 sin2 γ
))

Gxx (5.4)

(here for simplicity of notation, we have renamedX1 by x inG(X1, t) ≡ G(x, t)). Themodel
involves three arbitrary elements, the material parameters α = 2(a+ b) > 0, β = 4q > 0,
and the material fiber angle γ ∈ [0,π/2].
When γ = ±π/2, i.e., the fibers are aligned along thematerial z-direction, and the PDEs

(5.4) reduce to the classical linear wave equations Gtt = αGxx, in particular, fiber effects
vanish. When the fiber angle is γ = 0, i.e., when the wave propagates along the fibers, the
equation (5.4) assumes a particularly simple form

Gt = (α + 3βG2
x )Gxx. (5.5)

We now use the algorithm of Section 2.2 to compute equivalence transformations of
the PDEs (5.4). For the sake of simplicity, we denote

k = tan γ ∈ R.

The PDE family (5.4) thus involves three arbitrary elements: α,β , k . The corresponding
infinitesimal generators of point equivalence transformations (2.21) take the form

v = ξ
∂

∂x
+ τ

∂

∂t
+ η

∂

∂G
+ ζ 1 ∂

∂α
+ ζ 2 ∂

∂β
+ ζ 3 ∂

∂k
. (5.6)

For the current application, it is sufficient to consider regular equivalence transforma-
tions (2.14), so the dependencies of the infinitesimal components are chosen as follows:

ξ = ξ (x, t, G), τ = τ (x, t, G), η = η(x, t, G),

ζ ν = ζ ν(α,β , k), ν = 1, 2, 3.

After the solution of determining equations, one obtains eight linearly independent
basis generators of equivalence transformations, given by

v1 = ∂

∂G
, v2 = ∂

∂x
, v3 = ∂

∂t
, v4 = t

∂

∂G
,

v5 = t
∂

∂t
+ x

∂

∂x
+ G

∂

∂G
, v6 = −1

2
t

∂

∂t
+ α

∂

∂α
+ β

∂

∂β
,

v7 = −x
∂

∂x
− 2α

∂

∂a
− 4β

k2 + 1
∂

∂β
+ k

∂

∂k
,

v8 = −x
∂

∂G
+ 2βk

(k2 + 1)2
∂

∂α
+ 4βk

k2 + 1
∂

∂β
+ ∂

∂k
.

(5.7)

The transformation generator v8 in (5.7) corresponds to shifts in k ≡ tan γ . The global
group (2.26) is found by integration, and has the form

x̄ = x, t̄ = t, Ḡ = G − Sx, tan γ̄ = tan γ + μ,

ᾱ = α + 2β cos4 γ
( s2

2
+μ tan γ

)

, β̄ =β cos4 γ
(

tan2 γ + 2μ tan γ +μ2 + 1
)2
,
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with a group parameter μ ∈ R. Choosing μ = −k = − tan γ , one invertibly maps the
PDE (5.4) into the form (5.5) with γ̄ = 0. This equivalence transformation is given by

x = x̄, t = t̄ , G = Ḡ − x tan γ , α = ᾱ + β̄ tan2 γ , β = β̄ cos−4 γ .

(5.8)

The substitution of (5.8) into the full PDE (5.4) yields

Ḡt̄t̄ = (ᾱ + 3β̄(Ḡx̄)2) Ḡx̄x̄ (5.9)

with

ᾱ = α + β

4
sin2 2γ , β̄ = β cos4 γ ,

which is the “simpler” equation (5.5).
Note that the equation (5.9) has the parameter ᾱ∗ that may not be positive. In partic-

ular, loss of hyperbolicity may occur when the coefficient of Gxx becomes negative [62].
A sufficient condition for the loss of hyperbolicity not to happen under the indicated
transformation is given by

sin2(2γ ) <
4α
β

. (5.10)

The condition (5.10) is satisfied for all fiber orientations γ , for example, in the com-
mon situation of relatively weak fiber contributions, β < 4α. In this case, obvious non-
dimensionalizing scaling transformations

x̂ = x̄
L
, t̂ =

√
ᾱt̄
L

, Ĝ =
√

3β̄
ᾱ

Ḡ
L
, L ∈ R

+ (5.11)

of the PDE family (5.9) can be used to further map all these equations into a single
nonlinear wave equation

Ĝ̂t̂t = (1 + (Ĝx̂)2) Ĝx̂̂x. (5.12)

Thus through systematically computed equivalence transformations, the PDE family
(5.4) with three constitutive parameters is invertibly reduced to a wave equation (5.12)
with no arbitrary elements. For properties of the PDE (5.12), sample numerical solutions
of boundary value problems, and the extended versions of the model, see [62].

Discussion and concluding remarks
Lie symmetries and related ideas provide a set of powerful tools in the realm of mechanics
of materials. While the Lie theory and related methods and ideas applicable to ODE/PDE
models have been significantly extended to include nonlocal and approximate symmetries,
methods of moving frames and co-frames, and various approaches to produce invariant
(in some sense) numerical methods (e.g., [5,6,64–70], it us usually the most basic and
fundamental ideas and simplest Lie symmetry-based computations that yield most useful
results for complex PDE models in nonlinear mechanics. In particular, symmetry ideas
prove useful in many different ways to construct a constitutive law of a given material
from experimental results, in terms of a functional relation between control variables
and additional parameters. Thereby, symmetries are used to solve an inverse problem,
assuming the measured data have a structure akin to a Lie group, when considering a
continuous range of variation of the adopted parameters.
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Once a set of constitutive equations (in other words, constitutive parameters and/or
functions) is determined, equivalence transformations can be systematically sought and
applied to relate and simplify the forms of constitutive dependencies, thereby leading
to model reduction. Lie groups of symmetries, equivalence transformations, and related
structures can be computed algorithmically using symbolic softwares, such as the GeM

package for Maple [16–19] and other packages.
The knowledge of the Lie symmetries of the constructed constitutive model allows as a

next step to extrapolate the material response for a continuous variation of the inherent
parameters. This powerful and systematic methodology is especially interesting to predict
the material’s response for values of the parameters that are not easily accessible in exper-
iments. In the context of model reduction, Lie symmetries constitutive a powerful tool
revealing the intrinsic invariance properties of boundary value problems formulated in the
framework of TIP (thermodynamics of irreversible processes), and using these invariance
properties to exhibit relations between the constitutive model variables and parameters
having a physical meaning reflected by the free energy density and the dissipation poten-
tial. The present methodology exploiting Lie symmetries in a combined direct and inverse
manner can potentially be applied to a wide class of materials with a complex rheology,
including polymers, metals, ceramics, metallic and polymeric foams and constitutive laws,
such as nonlinear elasticity, viscoelasticity and viscoplasticity, with or without damage.
For the above-discussed applications, work on the applications of symmetry-based

methods will continue in various directions:

• Development of constitutive models synthesizing data issued from measurements,
thereby using symmetry methods as an interpolation method, allowing to rely on a
minimum amount of data.

• Applications in material modelling, since a natural framework for building constitu-
tive models (including multiphysical couplings, material nonlinearities) is the ther-
modynamics of irreversible processes relying on energetic and dissipative potentials,
the proposed Lagrangian formulation of dissipative constitutive laws proves conve-
nient to articulate symmetries, conservation laws (invariance relations) and master
responses giving a graphical representation of those invariance relations amongst
variables and parameters.

• Extrapolation of existing models to enable predictions of the variation of parameters
in a range where measurements can not easily be done.

• Reduction of the number of parameters in models to theminimum using equivalence
transformations.

• Development of specialized symmetry-preserving numerical schemes for complex
boundary value problems in continuum mechanics and thermodynamics.
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Ai : Lie algebra {v1i , · · · , vnii } of the equation �i = 0; � = 0: set of constitutive equations {�1 = 0, · · · ,�n = 0}; ε: strain;
ε̇: strain rate;Gobs

i : ith Lie group formulated from experimental data; �pk
i : transformation function of the parameter pk for
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i : transformation function of the observable variable uk for the ith experimental group; Ki :

set of indexes k such that vobsk is a symmetry of �i = 0; log x: natural logarithm of x;m: number of parameters (range of
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variation);P : Cartesian product P1 × P2 · · · × Pm , domain of p; pr()v: prolongation of the vector field v (no order
specified); pr(κ)v: κ-order prolongation of the vector field v;Q: activation energy; q: number of “observed” symmetries; R:
perfect gas constant; σ : Cauchy stress; t : time; tR : time at rupture; T : absolute temperature; u: set of observables
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{u1 , · · · , un}; u−j : set of observables {u1 , · · · , uj−1 , uj+1 , · · · , un};Ui : domain of ui ; U : Cartesian product
U1 × U2 · · · × Un , domain of u; U−j : Cartesian productU1 × · · ·Uj−1 × Uj+1 · · · × Un , domain of u−j ; vobsi : generator

of the Lie group Gobs
i ; vji : jth generator of the Lie algebra Ai ; x̄: transformed value of the quantity x by a Lie group.
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